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## Introduction

For over a hundred years it has been known that there exist identities expressing the coefficients of certain modular forms as finite sums involving class numbers of imaginary quadratic fields; these identities, the so-called "class number relations," arose classically in the theory of complex multiplication but have reappeared since in several other contexts, e.g. in the EichlerSelberg formula for the traces of Hecke operators and in the calculation of intersection numbers of curves on Hilbert modular surfaces [8]. Recently Cohen [3], using Shimura's theory of modular forms of half-integral weight, constructed modular forms whose Fourier coefficients are given by finite sums similar to those occurring in the class number relations, but with the class numbers replaced by values of Dirichlet L-series (or equivalently, of zeta functions of quadratic number fields) at integral arguments. In this paper we construct modular forms whose Fourier coefficients are given by infinite sums of zeta functions of quadratic fields, now at an arbitrary complex argument. The result includes both the classical class number relations and the modular forms constructed by Cohen, and further provides an expression for the latter as linear combinations of hecke eigenfunctions $f(z)$, the coefficients being certain values of the associated Rankin zeta functions $\sum_{n=1}^{\infty} \frac{a(n)^{2}}{n^{s}}$ (where $f \mid T(n)=$ $a(n) f$ ). From this we obtain formulas for the values of the Rankin zeta function at integral values within the critical strip, a typical identity being

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{\tau(n)^{2}}{n^{20}}=\frac{2}{245} \frac{4^{20}}{20!} \pi^{29} \frac{\zeta(9)}{\zeta(18)} \quad(\Delta, \Delta), \tag{1}
\end{equation*}
$$

where $\zeta(s)$ is the Riemann zeta function, $\Delta(z)=\sum_{n=1}^{\infty} \tau(n) e^{2 \pi i n z}$ the discriminant function, and ( $\Delta, \Delta$ ) the Petersson product of $\Delta$ with itself. As another corollary of the main identity we obtain a new proof of a recent result of Shimura $[21]$ on the holomorphy of the Rankin zeta function. Finally, by combin-
ing the method developed in this paper with the results of [24] we obtain applications to the Doi-Naganuma lifting from modular forms of Nebentypus to Hilbert modular forms in two variables and also to the mapping in the other direction which was constructed in [8] in terms of the intersection numbers of modular curves on Hilbert modular surfaces. In particular, we give partial results in the direction of the conjecture made in [8] that these two maps are adjoint to one another with respect to the Petersson scalar product.

In $\oint 1$ we describe the main result of the paper, namely the construction of a modular form whose Fourier coefficients are infinite linear combinations of zeta functions of quadratic fields (with Legendre functions as coefficients) and whose Petersson product with an arbitrary Hecke eigenform is the corresponding Rankin zeta function. We also show how this can be used to obtain identities for special values of the Rankin zeta function like the one cited above and discuss the relationship between these identities and other known or conjectured results on the values at integral arguments of Dirichlet series associated to cusp forms. In $\oint 2$ we reduce the proof of the main result to the evaluation of an integral involving kernel functions for Hecke operators. This integral is calculated in $\$ 3$, while $\$ 4$ contains the properties of zeta-functions and Legendre functions which are needed to deduce identities like (1) above. In § 5 we describe an alternate method for proving such identities by expressing the product of a theta series and an Eisenstein series of half-integral weight as an infinite linear combination of Poincaré series. The applications to Hilbert modular forms are contained in $\$ 6$.

Note: The identities expressing $\left[a(n)^{2} n^{-5}\right.$ for special integral values of $s$ in terms of ( $f, f$ ) and values of the Riemann zeta function have been discovered independently by Jacob Sturul (Thesis, Princeton 1977).

## § 1 Identities for the Rankin zeta function

We use the following notation:
$H=\{z=x+i y \mid y>0\}$ the upper half-plane, $d V=\frac{d x d y}{y^{2}}$ the invariant metric on H ,
$j_{k}(\gamma, z)=(c z+d)^{-k} \quad\left(\gamma=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in S L_{2}(\mathbb{R}), \quad k \in \mathbb{Z}, \quad z \in H\right)$, $\left(\left.f\right|_{k} \gamma\right)(z)=j_{k}(\gamma, z) f(\gamma z) \quad(f$ any function on $H$ ).

Throughout \$ $\$ 1$ - 4 we restrict ourselves to modular forms for the full modular group $\Gamma=\mathrm{SL}_{2}(\mathrm{Z}) /\{ \pm 1\}$; the results could be generalized to arbitrary congruence subgroups, but this would involve considerable technical complication and no essentially new ideas. We denote by $k$ an even integer $>2$, by $S_{k}$ the space of cusp forms of weight $k$ on $\Gamma$, equipped with the Petersson scalar product

$$
(f, g)=\int_{\Gamma \backslash H} f(z) \overline{g(z)} y^{k} d V \quad\left(f, g \in S_{k}\right)
$$

and by $\left\{f_{i}\right\}_{1 \leqslant i \leqslant \operatorname{dim}} S_{k}$ the basis of $S_{k}$ consisting of normalized Hecke eigenforms, with

$$
f_{i}(z)=\sum_{n=1}^{\infty} a_{i}(n) q^{n}, \quad a_{i}(1)=1, \quad f_{i} \mid T(n)=a_{i}(n) f_{i}
$$

(where as usual $q=e^{2 \pi i z}$ ), For each normalized Hecke eigenform $f(z)=\sum a(n) q^{n}$ we set
(2) $\quad D_{f}(s)=\prod_{p}\left(1-\alpha_{p}^{2} p^{-s}\right)^{-1}\left(1-\alpha_{p} \bar{\alpha}_{p} p^{-s}\right)^{-1}\left(1-\bar{\alpha}_{p}^{2} p^{-s}\right)^{-1} \quad(\operatorname{Re}(s)>k)$, where the product is over all primes and $\alpha_{p}, \bar{\alpha}_{p}$ are defined by

$$
\alpha_{p}+\bar{\alpha}_{p}=a(p), \quad \alpha_{p} \bar{\alpha}_{p}=p^{k-1}
$$

(by Deligne's theorem, previously the Ramanujan-Petersson conjecture, the numbers $\alpha_{p}$ and $\bar{\alpha}_{p}$ are complex conjugates). The function $D_{f}(s)$ is related to the Rankin zeta function by

$$
\begin{equation*}
D_{f}(s)=\frac{\zeta(2 s-2 k+2)}{\zeta(s-k+1)} \sum_{n=1}^{\infty} \frac{a(n)^{2}}{n^{s}} \tag{3}
\end{equation*}
$$

and hence, by the results of Rankin [17], has a meromorphic continuation to the entire complex plane, satisfies the functional equation

$$
\begin{equation*}
D_{f}^{*}(s)=2^{-s} \pi^{-3 s / 2} \Gamma(s) \quad \Gamma\left(\frac{s-k+2}{2}\right) D_{f}(s)=D_{f}^{*}(2 k-1-s), \tag{4}
\end{equation*}
$$

and is related to the norm of $f$ in the Petersson metric by

$$
\begin{equation*}
(f, f)=\frac{(k-1)!}{2^{2 k-1} \pi^{k+1}} D_{f}(k) \tag{5}
\end{equation*}
$$

For the statement of the main identity we will also need a certain zeta function, defined as follows. Let $\Delta$ be any discriminant, i.e, $\Delta \in \mathbb{Z}$ and $\Delta \equiv 0$ or 1 (mod 4). We consider binary quadratic forms

$$
\phi(u, v)=a u^{2}+b u v+c v^{2} \quad(a, b, c \in Z)
$$

with discriminant $|\phi|=b^{2}-4 a c=\Delta$. The group $\Gamma$ operates on the set of such forms by $\quad \gamma_{\circ} \phi(u, v)=\phi(a u+c v, b u+d v) \quad\left(\gamma=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in \Gamma\right)$, the number of equivalence classes being finite if $\Delta \neq 0$. We define

where the first sum is over all r-equivalence classes of forms $\phi$ of discriminant $\Delta$ and the second over inequivalent pairs of integers with respect to the group of units Aut $(\phi)=\{\gamma \in \Gamma \mid \gamma \phi=\phi\}$ of the form. If $\Delta$ is the discriminant of a (real or imaginary) quadratic field $k$, then $\zeta(s, \Delta)$ coincides with the Dedekind zeta function $\zeta_{K}(s)$ (the first sum corresponds to the ideal classes of $K$, the second to the ideals in a given class, with $\phi(m, n)=N(\eta L)$, while $\zeta(s, \Delta)$ for $\Delta=1$ and $\Delta=0$ is equal to $\zeta(s)^{2}$ and to $\zeta(s) \zeta(2 s-1)$, respectively, If $\Delta=D f^{2}$, with $D$ equal either to 1 or to the discriminant of a quadratic field and $f$ a natural number, then $\zeta(s, \Delta)$ differs from $\zeta(s, D)$ only by a finite Dirichlet series. Thus in all cases $\zeta(s, \Delta)$ is
divisible by the Riemann zeta function, i.e.

$$
\begin{equation*}
\zeta(s, \Delta)=\zeta(s) L(s, \Delta) \tag{7}
\end{equation*}
$$

where $L(s, \Delta)$ is an entire function of $s$ (unless $\Delta$ is a perfect square, in which case $L(s, \Delta)$ has a simple pole at $s=1$ with residue $\frac{1}{2}$ if $\Delta=0$ and residue 1 otherwise).

Finally, for real numbers $\Delta$ and $t$ satisfying $\Delta<t^{2}$ and $s \in \mathbb{C}$ with $\frac{1}{2}<\operatorname{Re}(s)<k$ we define

$$
I_{k}(\Delta, t ; s)=\int_{0}^{\infty} \int_{-\infty}^{\infty} \frac{y^{k+s-2}}{\left(x^{2}+y^{2}+i t y-\frac{1}{4} \Delta\right)^{k}} d x d y
$$

$$
\begin{equation*}
=\frac{\Gamma\left(k-\frac{1}{2}\right) \Gamma\left(\frac{1}{2}\right)}{\Gamma(k)} \int_{0}^{\infty} \frac{y^{k+s-2}}{\left(y^{2}+i t y-\frac{1}{4} \Delta\right)^{k-\frac{1}{2}}} d y \tag{8}
\end{equation*}
$$

where the second integral converges absolutely for $1-k<\operatorname{Re}(s)<k$ (unless $\Delta=0$, in which case we need $\frac{1}{2}<\operatorname{Re}(s)<k$ ) and can be expressed in terms of the associated Legendre function $P_{s-1}^{k-1}\left(\frac{t}{\sqrt{\Delta}}\right)$ (see $§ 4$ ). We can now formulate the main result.

Theorem 1: Let $k>2$ be an even integer. For $m=1,2, \ldots$ and $s \in \mathbb{C}$ set

$$
\begin{align*}
c_{m}(s) & =m^{k-1} \sum_{t=-\infty}^{\infty}\left[I_{k}\left(t^{2}-4 m, t ; s\right)+I_{k}\left(t^{2}-4 m,-t ; s\right)\right] L\left(s, t^{2}-4 m\right) \\
& + \begin{cases}(-1)^{k / 2} \frac{\Gamma(k+s-1) \zeta(2 s)}{2^{s+k-3} \pi^{s-1} \Gamma(k)} u^{k-s-1} \quad \text { if } m=u^{2}, u>0 \\
0 & \text { if } m \text { is not a perfect square },\end{cases} \tag{9}
\end{align*}
$$

where $L(s, \Delta)$ and $I_{k}(\Delta, t ; s)$ are defined by equations (6), (7) and (8). Then
i) The series (9) converges absolutely and uniformly for $2-k<\mathrm{Re}(\mathrm{s})<\mathrm{k}-1$;
ii) The function
(10)

$$
\Phi_{s}(z)=\sum_{m=1}^{\infty} c_{m}(s) \quad e^{2 \pi i m z} \quad(z \in H, 2-k<\operatorname{Re}(s)<k-1)
$$

is a cusp form of weight $k$ for the full modular group;
iii) Let $f \in S_{k}$ be a normalized Hecke eigenform. Then the Petersson product
of $\Phi_{s}$ and $f$ is given by

$$
\begin{equation*}
\left(\Phi_{s}, f\right)=C_{k} \frac{\Gamma(s+k-1)}{(4 \pi)^{s+k-1}} \quad D_{f}(s+k-1) \tag{11}
\end{equation*}
$$

where $D_{f}(s)$ is defined by (2) and

$$
\begin{equation*}
c_{k}=\frac{(-1)^{k / 2} \pi}{2^{k-3}(k-1)} \tag{12}
\end{equation*}
$$

We must say a few words concerning assertion i). If $t^{2}-4 \mathrm{~m}$ is a perfect square, then $L\left(s, t^{2}-4 \mathrm{~m}\right)$ has a pole at $s=1$, as mentioned above. However, for $t^{2}-4 m \geqslant 0$ the coefficient $\left[I_{k}\left(t^{2}-4 m, t ; s\right)+I_{k}\left(t^{2}-4 m,-t ; s\right)\right]$ has a simple zero at $s=1$ (or any other odd integral value between 0 and $k$ ), as we will show in $\$ 4$, so the expression $\left[I_{k}\left(t^{2}-4 m, t ; s\right)+I_{k}\left(t^{2}-4 m,-t ; s\right)\right]$ $L\left(s, t^{2}-4 m\right)$ makes sense even at $s=1$, and the sum of these numbers as $t$ runs from $-\infty$ to $\infty$ is absolutely convergent. Similarly, if $m$ is a square then the second member of (9) has a simple pole at $s=\frac{1}{2}$, but in this case the terms $t= \pm 2 \sqrt{m}$ in the first sum involve the function

$$
\begin{equation*}
I_{k}(0 ; t ; s)+I_{k}(0,-t ; s)=2 \pi(-1)^{k / 2} \cos \frac{\pi s}{2} \frac{\Gamma\left(s-\frac{1}{2}\right) \Gamma(k-s)}{\Gamma(k) \Gamma\left(\frac{1}{2}\right)}|t|^{s-k} \tag{13}
\end{equation*}
$$

which also has a simple pole at $s=\frac{1}{2}$, and the two poles cancel; then i) states that the sum of the other terms of the series (9) is finite. Thus the expression defining $c_{m}(s)$ is holomorphic in the region $2-k<\operatorname{Re}(s)<k-1$. From equation (11) we deduce that $D_{f}(s+k-1)$ is also holomorphic in this region. On the other hand, the Euler product defining $D_{f}(s)$ is absolutely convergent for $\operatorname{Re}(s)>k$, so $D_{f}(s)$ is certainly holomorphic in this half-plane and, by the functional equation, also in the half-plane $R e(s)<k-1$. Theorem $\mid$ cherefore implies the following result, which was proved by Shimura [21] in 1975 by a different method.

Corollary 1 (Shimura): The function $\mathrm{D}_{\mathrm{f}}(\mathrm{s})$ defined by (2) has a holomorphic continuation to the whole complex plane.

Secondly, we observe that statement iii) of Theorem I characterizes the cusp form $\Phi_{s}$, since the space $S_{k}$ is complete with respect to the Petersson metric. Indeed, since the eigenfunctions $f_{i}$ form an orthogonal basis of $S_{k}$, equation (11) is equivalent to

$$
\begin{equation*}
\Phi_{s}(z)=c_{k} \frac{\Gamma(s+k-1)}{(4 \pi)^{s+k-1}} \sum_{i=1}^{\operatorname{dim}} S_{k} \frac{1}{\left(f_{i}, f_{i}\right)} D_{f_{i}}(s+k-1) f_{i}(z) \tag{14}
\end{equation*}
$$

or to

$$
\begin{equation*}
c_{m}(s)=c_{k} \frac{\Gamma^{\prime}(s+k-1)}{(4 \pi)^{s+k-1}} \sum_{i=1}^{\operatorname{dim}} S_{k} \frac{a_{i}(m)}{\left(f_{i}, f_{i}\right)} D_{f_{i}}(s+k-1) . \tag{15}
\end{equation*}
$$

In particular, if we take $s=1$ and use formula (5), we find

$$
\begin{equation*}
c_{m}(1)=\frac{\pi}{2} \quad c_{k} \sum_{i=1}^{\operatorname{dim} S_{k}} a_{i}(m) . \tag{16}
\end{equation*}
$$

On the other hand, the Fourier coefficients $a_{i}(m)$ of the functions $f_{i}$ are at the same time their eigenvalues for the $m^{\text {th }}$ Hecke operator $T(m)$, so

$$
\sum_{i=1}^{\operatorname{dim} S}{ }_{a_{i}}(m)=\operatorname{Tr}\left(T(m), S_{k}\right)
$$

Thus Theorem 1 includes as a special case a formula for the trace of $T(m)$. To see that this agrees with the well-known formula of Selberg and Eichler, we must investigate the various terms of (9) for $s=1$. If $t^{2}-4 m$ is negative, then (as we will show in § 4)

$$
\begin{gather*}
C_{k}^{-1} m^{k-1}\left[I_{k}\left(t^{2}-4 m, t ; 1\right)+I_{k}\left(t^{2}-4 m, t ; 1\right)\right] \\
=-\frac{1}{4} \sqrt{4 m-t^{2}} p_{k, 1}(t, m) \tag{17}
\end{gather*}
$$

where

$$
p_{k, 1}(t, m)=\text { coefficient of } x^{k-2} \text { in } \frac{1}{1-t x+m x^{2}}
$$

$$
\begin{equation*}
=\frac{\rho^{k-1}-\bar{\rho}^{k-1}}{\rho-\vec{\rho}} \quad(\rho+\bar{\rho}=t, \rho \bar{\rho}=m) \tag{18}
\end{equation*}
$$

and

$$
\begin{equation*}
L\left(1, t^{2}-4 m\right)=\pi\left(4 m-t^{2}\right)^{-\frac{1}{2}} H\left(4 m-t^{2}\right), \tag{19}
\end{equation*}
$$

where (with the same notation as in (6))

$$
\begin{equation*}
H(n)=\sum_{\substack{\phi \bmod \Gamma \\ \phi \mid=-n}} \frac{1}{\operatorname{Aut}(\phi)} \quad(n>0) \tag{20}
\end{equation*}
$$

(This equals $2 \sum \frac{h\left(-n / f^{2}\right)}{w\left(-n / f^{2}\right)}$, where the sum ranges over $f>0$ such that $f^{2} \mid n$ and $-n / f^{2}$ is congruent to 0 or 1 modulo 4 and $h(\Delta), w(\Delta)$ denote the class number and number of units, respectively, of the order in $Q(\sqrt{\Delta})$ of discriminant $\Delta$.$) If t^{2}-4 m>0$, then the coefficient $I_{k}\left(t^{2}-4 m, t ; s\right)+$ $I_{k}\left(t^{2}-4 m,-t ; s\right)$ vanishes at $s=1$, as mentioned above, so the contribution of (9) is 0 unless $L\left(s, t^{2}-4 m\right)$ has a pole at $s=1$, i.e, unless $t^{2}-4 m$ is a perfect square. In this case, we will show that

$$
\begin{align*}
& \lim _{s \rightarrow 1} C_{k}^{-1} m^{k-1}\left[I_{k}\left(t^{2}-4 m, t ; s\right)+I_{k}\left(t^{2}-4 m, t ; s\right)\right] L\left(s, t^{2}-4 m\right) \\
& =-\frac{\pi}{4}\left(\frac{|t|-u}{2}\right)^{k-1} \quad\left(t^{2}-4 m=u^{2}, u>0\right) . \tag{21}
\end{align*}
$$

Notice that there are only finitely many $t$ with $t^{2}-4 m$ a perfect square, and that they are in $1: 1$ correspondence with the positive divisors of $m$ :

$$
t^{2}-4 m=u^{2} \Leftrightarrow m=d d^{\prime}, d, d^{\prime}=\frac{\mid t u}{2}
$$

Therefore the series (9) for $s=1$ becomes a finite sum and we obtain Corollary 2 (Eichler, Selberg): For $k>2$ an even integer, $m>1$,

$$
\begin{aligned}
\operatorname{Tr}\left(T(m), S_{k}\right)= & -\frac{1}{2} \sum_{t \in Z} p_{k, 1}(t, m) H\left(4 m-t^{2}\right)-\frac{1}{2} \sum_{\substack{d d^{\prime}=m \\
d, d^{\prime}>0}} \min \left(d, d^{\prime}\right)^{k-1} \\
& +\left\{\begin{array}{cc}
\frac{k-1}{12} & u^{k-2} \\
0 & \text { if } m=u^{2}, u>0, \\
0 & \text { if } m \text { is not a perfect square, }
\end{array}\right.
\end{aligned}
$$

where $P_{k, 1}(t, m)$ and $H\left(4 m-t^{2}\right)$ are defined by equations (18) and (20).
It is perhaps worth remarking that we could have obtained the trace formula by specializing Theorem 1 to $s=0$ instead of $s=1$. At $s=0$, the $\mathrm{c}^{-}$ efficient $\left[I_{k}\left(t^{2}-4 m, t ; s\right)+I_{k}\left(t^{2}-4 m,-t ; s\right)\right]$ does not vanish for any $t$, but
$L\left(t^{2}-4 m, 0\right)$ is zero whenever $t^{2}-4 m$ is positive and not a square, so again we get a finite sum.

If we specialize Theorem 1 to $s=r$ (or $s=1-r$ ), where $r$ is an odd integer between 1 and $k-1$, then again the terms with $t^{2}-4 m>0$ vanish (including those for which $t^{2}-4 \mathrm{~m}$ is a perfect square, if $r>1$ ), and the series defining $c_{m}(s)$ reduces to a finite sum. In this case we recover the modular forms constructed by Cohen [3]. We recall his result.

For $r \geqslant 1$, $r$ odd, Cohen defines an arithmetical function $h(r, N)$ which generalizes the class number function $H(N)=H(1, N)$ introduced above. The function $H(r, N)$ is defined as $\zeta(1-2 r)$ if $N=0$ and as a simple rational multiple of $\pi^{-r} \sum_{n=1}^{\infty}\left(\frac{-N}{n}\right) n^{-r}$ if $N>0, N \equiv 0$ or $3(\bmod 4)$. It is related to the function $L(s, \Delta)$ defined above by

$$
\begin{equation*}
H(r, N)=\frac{(-1)^{(r-1) / 2}(r-1)!}{2^{r-1} \pi^{r}} N^{r^{-\frac{1}{2}}} L(r,-N) \quad(r \geqslant 1 \text { odd }, N \geqslant 0) \tag{22}
\end{equation*}
$$

or, even more simply, by

$$
\begin{equation*}
H(r, N)=L(1-r,-N) \tag{23}
\end{equation*}
$$

$(r \geqslant 1$ odd, $N \in \mathbb{Z})$.

Then:

Theorem (Cohen [3], Theorem 6.2): Let $3 \leqslant r \leqslant k-1$, rodd, $k$ even, and set

$$
\begin{equation*}
c_{k, r}(z)=\sum_{m=0}\left(\sum_{\substack{t \in Z}}^{\infty} p_{k, r}(t, m) H\left(r, 4 m-t^{2}\right)\right) e^{2 \pi i m z} \quad(z \in H), \tag{24}
\end{equation*}
$$

where $p_{k, r}(t, m)$ is the polynomial defined by

$$
\begin{equation*}
P_{k, r}(t, m)=\text { coefficient of } x^{k-r-1} \text { in } \frac{1}{\left(1-t x+m x^{2}\right)^{r}} \tag{25}
\end{equation*}
$$

(Gegenbauer polynomial). Then $C_{k, r}$ is a modular form of weight $k$ for the full modular group. If $r<k-1$, it is a cusp form.

We shall show in $\$ 4$ that, for $r=1,3,5, \ldots, k-1$,

$$
\begin{align*}
C_{k}^{-1} & m^{k-1}\left[I_{k}\left(t^{2}-4 m, t ; r\right)+I_{k}\left(t^{2}-4 m,-t ; r\right)\right] \\
& =\left\{\begin{array}{cl}
\left(-\frac{2}{4}\right)^{(r+1) / 2}\left(4 m-t^{2}\right)^{r-\frac{2}{2}} \frac{\Gamma(k-r) \Gamma(r)}{\Gamma(k-1)} p_{k, r}(t, m) & \text { if } t^{2}<4 m, \\
0 & \text { if } t^{2} \geqslant 4 m .
\end{array}\right. \tag{26}
\end{align*}
$$

Together with (22), this shows that the series $\phi_{r}(z)$ defined by (10) is a multiple of the function (24) if $3 \leqslant r \leqslant k-3$. For $r=k-1$ we are on the edge of the strip in which the series (9) is absolutely convergent. We will show in § 4 that

$$
\begin{aligned}
\lim _{s \rightarrow k-1} c_{m}(s) & =\frac{(-1)^{\frac{k}{2}+1} \pi^{k}}{2^{k-1}(k-1)!} \sum^{2} \leqslant 4 m \\
& H\left(k-1,4 m-t^{2}\right) \\
& -\frac{2 \pi}{k-1} \frac{\Gamma\left(k-\frac{1}{2}\right) \Gamma\left(\frac{1}{z}\right)}{\Gamma(k)} \frac{\zeta(2 k-2)}{\zeta(k)} \sigma_{k-1}(m)
\end{aligned}
$$

(where $\sigma_{k-1}(m)=\sum_{d \mid m} d^{k-1}$ as usual), so that in this case the cusp form $\tilde{\Phi}_{k-1}(z)=\lim _{s \rightarrow k-1} \Phi_{s}(z)$ is a linear combination of Cohen's function $C_{k, k-1}$ and the Eisenstein series of weight $k$. Thus Cohen's theorem is a consequence of statement ii) of Theorem 1 , while statement iii) implies the following result:

Theorem 2: Let $r$, $k$ be integers with $3 \leqslant r \leqslant k-1$, $r$ odd, $k$ even. The Petersson product of the modular form $C_{k, r}$ defined by (24) with an arbitrary Hecke eigenform $f \in S_{k}$ is given by

$$
\begin{equation*}
\left(f, C_{k, r}\right)=-\frac{(r+k-2)!(k-2)!}{(k-r-1)!} \frac{1}{4^{r+k-2} \pi^{2 r+k-1}} D_{f}(r+k-1), \tag{28}
\end{equation*}
$$

where $D_{f}(s)$ is the function defined by (2).

Since the Fourier coefficients of $C_{k, r}$ are rational numbers, $C_{k, r}$ is a linear combination of eigenforms with algebraic coefficients, and we deduce: Corollary: Let $f$ be a Hecke eigenform in $S_{k}$. The values of $D_{f}(s) / \pi^{2 s-k+1}$ for $s=k, k+2, k+4, \ldots, 2 k-2$ are algebraic multiples of (f,f).
(The case $s=k$ is a consequence of equation (5) rather than (28).) By virtue of the functional equation (4), the numbers $D_{f}(s) / \pi^{s}(f, f)(s=1,3,5, \ldots, k-1)$
are also algebraic.

Example: For $k=12$, the only normalized eigenform in $S_{k}$ is the discriminant function

$$
\Delta(z)=q \prod_{n=1}^{\infty}\left(1-q^{n}\right)^{24}=\sum_{n=1}^{\infty} \tau(n) q^{n}
$$

The number $r$ in Theorem 2 must be $3,5,7,9$ or 11 . By computing the first few Fourier coefficients of Cohen's functions $C_{k, r}$ we find

$$
\begin{aligned}
& c_{12,3}=-\frac{180}{7} \Delta, \quad c_{12,5}=-210 \Delta, \quad c_{12,7}=-1120 \Delta, \\
& c_{12,9}=-20736 \Delta, \quad c_{12,11}=-\frac{77683}{12 \times 23} E_{12}-\frac{7 \times 10!}{23 \times 691} \Delta
\end{aligned}
$$

where $E_{12}=1+\frac{65520}{691} \sum_{n=1}^{\infty} \sigma_{11}(n) q^{n}$ is the normalized Eisenstein series. Thus from (28) we get five identities like (1), namely

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{\tau(n)^{2}}{n^{s}}=a_{s} \frac{4^{s}}{s!} \pi^{2 s-11} \frac{\zeta(s-11)}{\zeta(2 s-22)}(\Delta, \Delta) \quad(s=14,16,18,20,22 \tag{29}
\end{equation*}
$$

with

$$
a_{14}=1, \quad a_{16}=\frac{1}{6}, \quad a_{18}=\frac{1}{30}, \quad a_{20}=\frac{2}{245}, \quad a_{22}=\frac{77}{31786}=\frac{7 \times 11}{2 \times 23 \times 691} .
$$

The numerical values of the series on the left-hand side of (29), calculated by taking 250 terms of the series, are

$$
1.06544,1.0109865184,1.00239992152,1.00056976587,1.00013948615 .
$$

Substituting any of these values (except the first, where the series converges too slowly to give 12-digit accuracy) into (29) we obtain the numerical value

$$
(\Delta, \Delta)=1.03536205679 \times 10^{-6}
$$

for (the square of) the norm of $\Delta$ in the Petersson metric. The previously published valued $1.03529048179 \times 10^{-6}$ (Lehmer [12]), obtained by integrating $|\Delta(z)|^{2} y^{10}$ numerically, is false in the $5^{\text {th }}$ decimal place.

```
Finally, we make a few general remarks about values of Dirichlet series
```

attached to modular forms. The series $D_{f}(s)$ can be thought of as the "symmetric square" of the Mellin transform

$$
\begin{equation*}
L_{f}(s)=\sum_{n=1}^{\infty} a(n) n^{-s}=\prod_{p}\left(1-\alpha_{p} p^{-s}\right)^{-1}\left(1-\bar{\alpha}_{p} p^{-s}\right)^{-1} \quad(\operatorname{Re}(s) \gg 0) \tag{30}
\end{equation*}
$$ of $f$, which is an entire function of $s$ with the functional equation

$$
\begin{equation*}
L_{f}^{*}(s)=(2 \pi)^{-s} \Gamma(s) L_{f}(s)=(-1)^{k / 2} L_{f}^{*}(k-s) . \tag{31}
\end{equation*}
$$

By the theorem of Eichler-Shimura-Manin on periods of cusp forms (cf. Chapter $V$ of $[11]$ ), the ratios $L_{f}^{*}(1): L_{f}^{*}(3): \ldots: L_{f}^{*}(k-1)$ and $L_{f}^{*}(2): L_{f}^{*}(4): \ldots: L_{f}^{*}(k-2)$ are algebraic (and in fact belong to the number field generated by the Fourier coefficients of $f$ ). For $f=\Delta$, for example, there are real numbers $\omega_{+}$and $\omega_{-}$with

$$
\begin{align*}
& L_{\Delta}^{*}(1)=L_{\Delta}^{*}(11)=\frac{192}{691} \omega_{+}, L_{\Delta}^{*}(3)=L_{\Delta}^{*}(9)=\frac{16}{135} \omega_{+}, L_{\Delta}^{*}(5)=L_{\Delta}^{*}(7)=\frac{8}{105} \omega_{+}, \\
& L_{\Delta}^{*}(2)=L_{\Delta}^{*}(10)=\frac{384}{5} \omega_{-}, L_{\Delta}^{*}(4)=L_{\Delta}^{*}(8)=40 \omega_{-}, L_{\Delta}^{*}(6)=32 \omega_{-} ; \tag{32}
\end{align*}
$$

where by calculating the values of $L_{\Delta}(10)$ and $L_{\Delta}(11)$ (which are the most rapidly convergent of the series) numerically we find

$$
\omega_{+}=2.14460667068 \times 10^{-2}, \omega_{-}=4.827748001 \times 10^{-5}
$$

On the other hand, Rankin ([18], Theorem 4) showed that for any normalized eigenform $f \in S_{k}$ and any even integer $q$ with $\frac{k}{2}+2 \leqslant q \leqslant k-4$ one has

$$
\begin{equation*}
L_{f}^{*}(q) L_{f}^{*}(k-1)=(-1)^{q / 2} 2^{k-3} \frac{B_{q}}{q} \frac{{ }_{k}-q}{k-q}\left(f, E_{q} E_{k-q}\right), \tag{33}
\end{equation*}
$$

where $E_{i}$ is the normalized Eisenstein series and the $B_{i}$ are Bernoulli numbers, so the product of the two independent periods of $L_{f}^{*}$ is an algebraic multiple of ( $f, f$ ). For $f=\Delta$, for example, (33) says

$$
L^{*}(11) L^{*}(8)=\frac{7680}{691}(\Delta, \Delta)
$$

or, using (32), that

$$
\omega_{+} \omega_{-}=(\Delta, \Delta) .
$$

We can therefore restate the Corollary to Theorem 2 as saying that the values of $D_{f}(s)$ for $s=1,3,5, \ldots, k-1, k, k+2, \ldots, 2 k-2$ are of the form

$$
\text { (algebraic number) } \cdot \omega_{+} \omega_{-} \pi^{n}
$$

while the result of Eichler-Shimura-Manin says that the values of $\mathrm{L}_{\mathrm{f}}(\mathrm{s})$ for $s=1,2, \ldots, k-1$ are of the form (alg.) $\cdot \omega_{+} \pi^{n}$ or (alg.) $\cdot \omega_{-} \pi^{n}$. Both statements fit into a general philosophy of Deligne that, if $L(s)=\sum c_{n} n^{-s}$ is any "motivated" Dirichlet series (i.e. one arising from a natural mathematical object such as a number field, a Galois representation, an algebraic variety, or a modular form) and satisfies a functional equation of the form

$$
L^{*}(s)=\gamma(s) L(s)=w L^{*}(C-s)
$$

with some $[$-factor $\gamma(s)$, then the value of $L(s)$ at any integral value of $s$ for which neither $s$ nor $C-s$ is a pole of $\gamma(s)$ should be given by a "closed formula" $L(s)=A \cdot \omega$, where $A$ is algebraic and $\omega$ is a "period" about which something nice can be said (for instance, the twisted functions $\mathrm{L}_{X}(s)=$ $\sum c_{n} X^{(n)} n^{-s}$ should have values $A^{\prime}{ }^{\cdot \omega}$ with the same period $\omega$, and the algebraic numbers $A_{X}$ should have nice p-adic properties as $X$ varies). Now the series $L_{f}(s)$ and $D_{f}(s)$ are just the first two cases of the Dirichlet series

$$
L_{m, f}(s)=\prod_{p} \prod_{i=0}^{m}\left(1-\alpha_{p}^{i} \alpha_{p}^{i} p^{-s}\right)^{-1} \quad(\operatorname{Re}(s) \gg 0)
$$

attached to the symmetric powers of the representation associated to $f$, and these functions are conjectured [19] to be holomorphic and to satisfy the functional equations

$$
\begin{aligned}
& L_{m, f}^{*}(s)=\gamma_{m}(s) L_{m, f}(s)= \pm L_{m, f}^{*}((k-1) m+1-s), \\
& \gamma_{m}(s)= \begin{cases}(2 \pi)^{-r s} \prod_{j=0}^{r-1} \Gamma(s-j(k-1)) & \text { if } m=2 r-1, \\
\pi^{-s / 2} \Gamma\left(\frac{s}{2}-\left[\frac{r(k-1)}{2}\right]\right) \gamma_{2 r-1}(s) & \text { if } m=2 r .\end{cases}
\end{aligned}
$$

In a letter to the author (February 1976), Serre suggested that, in accordance with the above philosophy, the values of $L_{m, f}(s)$ may be given by a formula
of the type $L_{m, f}(s)=(a l g.) \cdot \omega_{+}^{a} \omega_{-}^{b} \pi^{n}$, probably with $a+b=m$, possibly with $|a-b| \leqslant 1$, for those integral values of $s$ for which $\gamma_{m}(s)$ and $\left.\gamma_{m}(k-1) m+1-s\right)$ are finite. For $f=\Delta$ and $m=3$ or 4 this would mean that there are identities

$$
L_{3, \Delta}(s)=A \omega_{ \pm}^{2}{ }_{ \pm} \pi^{n}(s=18,19,20,21,22), \quad L_{4, \Delta}(s)=A \omega_{+}^{2} \omega_{-}^{2} \pi^{n}(s=24,26,28,30,32)
$$

with $A \in \mathbb{Q}, n \in \mathbb{N}$. (We have given only those values of $s$ for which the Dirichlet series converge absolutely.) However, the numerical computation of the values in question (done by G.Köckritz and R.Schillo on the IBM 370/168 at Bonn University, using 32-digit accuracy and over 1000 terms of the Euler products) did not lead to any simple values of $A$ and $n$ satisfying these formulas. At the Corvallis conference (July 1977), Deligne gave a revised and sharper conjecture for the values of $L_{m, f}(s)$ : if $f$ is an eigenform with rational Fourier coefficients (i.e. $k=12,16,18,20,22$ or 26 ), then one should have

$$
\begin{aligned}
& L_{2 r-1, f}(s)=(\text { rat. }) \cdot(2 \pi)^{r s-\frac{r(r-1)}{2}(k-1)} \frac{r(r+1)}{C_{ \pm}^{2}} C_{C_{F}}^{\frac{r(r-1)}{2}} \\
& \left(r-1<\frac{s}{k-1} \leqslant r,(-1)^{s}= \pm 1\right), \\
& L_{2 r, f}(s)= \begin{cases}(\text { rat. }) \cdot(2 \pi)^{r s-\frac{r(r-1)}{2}(k-1)}{ }^{\left(C_{+} C_{-}\right)^{\frac{r(r+1)}{2}}} & \left(r-1<\frac{s}{k-1} \leqslant r, s \text { odd }\right), \\
(r a t .) \cdot(2 \pi)^{(r+1) s-\frac{r(r+1)}{2}(k-1)}\left(C_{+} C_{-}\right)^{\frac{r(r+1)}{2}} & \left(r<\frac{s}{k-1} \leqslant r+1, s\right. \text { even), }\end{cases}
\end{aligned}
$$

where $C_{+}$and $C_{-}$are real numbers depending on $f$ but not on $r$ or $s$. For $k=12, f=\Delta$, and $m=1$ or 2 , for instance, we have

| $s$ | $(2 \pi)^{-s} \Gamma(s) L_{1, \Delta}(s)$ |  |
| :---: | :---: | :---: |
| 6 | $1 / 2 \times 3 \times 5$ | $\mathrm{C}_{+}$ |
| 7 | $1 / 2^{2} \times 7$ | $\mathrm{C}_{-}$ |
| 8 | $1 / 2^{3} \times 3$ | $\mathrm{C}_{+}$ |
| 9 | $1 / 2 \times 3^{2}$ | $\mathrm{C}_{-}$ |
| 10 | $2 / 5^{2}$ | $\mathrm{C}_{+}$ |
| 11 | $2 \times 3^{2} \times 5 / 691 \mathrm{c}_{-}$ |  |


| s | $(2 \pi)^{-2 s+11} \mathrm{r}(\mathrm{s}) \mathrm{L}$ | ${ }_{2,4}(\mathrm{~s})$ |
| :---: | :---: | :---: |
| 12 | 1/2 | $\mathrm{C}_{+} \mathrm{C}_{-}$ |
| 14 | $1 / 2 \times 7$ | $\mathrm{C}_{+} \mathrm{C}_{-}$ |
| 16 | $1 / 22^{5} \times 3$ | ${ }^{\text {C }}{ }^{\text {c }}$ |
| 18 | $1 / 2^{2} \times 3^{3} \times 5$ | $\mathrm{C}_{+} \mathrm{C}_{-}$ |
| 20 | $1 / 2 \times 5^{2} \times 7^{2}$ | ${ }^{\text {C }}+{ }^{\text {c }}$ |
| 22 | $7 / 2^{2} \times 23 \times 691$ | $\mathrm{C}_{+} \mathrm{C}_{-}$ |

where $c_{+}=2^{6} \times 3 \times 5 \omega_{-}, c_{-}=2^{5} / 3 \times 5 \omega_{+}$. The computer calculation gives $c_{+} \approx 0.0463463808118508161824, c_{-} \approx 0.04575160897553958174$, $c_{+} C_{-}=2^{11}(\Delta, \Delta) \approx 0.002120421492335249248968328831438$
and suggests overwhelmingly the following identities (in accordance with Deligne's general conjecture) for $m=3$ and 4 :

| $s$ | $(2 \pi)^{-2 s+11} \Gamma(s) L_{3, \Delta}(s)$ |  |
| :---: | :---: | :---: |
| 18 | $2^{2} / 5$ | $C_{+}^{3} C_{-}$ |
| 19 | $3 / 7$ | $C_{+} C^{3}$ |
| 20 | $1 / 5$ | $C_{+}^{3} C_{-}$ |
| 21 | $5 / 7^{2}$ | $C_{+} C_{-}^{3}$ |
| 22 | $2 \times 3 / 5 \times 23$ | $C_{+}^{3} C_{-}$ |


| $s$ | $(2 \pi)^{-3 s+33} \Gamma(11)^{-1} \Gamma(s) \Gamma(s-11) L_{4, \Delta}(s)$ |  |
| :--- | :--- | :--- |
| 24 | $2^{5} \times 3^{2}$ | $C_{+}^{3} C^{3}$ |
| 26 | $2^{5} \times 3 \times 5$ | $C^{3} C^{3}$ |
| 28 | $2^{2} \times 23 \times 691 / 7^{2}$ | $C^{3} C^{3}$ |
| 30 | $2^{3} \times 653$ | $C^{3} C_{-}^{3}$ |
| 32 | $2 \times 3 \times 34891 / 7$ | $C_{+}^{3} C_{-}^{3}$ |

\$2. An integral representation for the coefficients $c_{m}(s)$

In proving Theorem l, we will reverse the order of the statements i) - iii). For $s \in \mathbb{C}$ with $\operatorname{Re}(s)>1$ the numbers $D_{f}(s+k-1)$ are finite (since the series in (3) is absolutely convergent in the half-plane $\operatorname{Re}(s)>k$ ) and so there exists a unique cusp form $\widetilde{\Phi}_{s} \in S_{k}$ satisfying

$$
\begin{equation*}
\left(\widetilde{\Phi}_{s}, f\right)=C_{k} \frac{\Gamma(s+k-1)}{(4 \pi)^{s+k-1}} D_{f}(s+k-1) \tag{34}
\end{equation*}
$$

for all eigenforms $£ \in S_{k}$, namely the function given by the right-hand side of equation (14). We define $\tilde{c}_{m}(s)(m=1,2, \ldots)$ as the $m^{\text {th }}$ Fourier coefficient of $\tilde{\Phi}_{s}(=$ the expression on the right-hand side of (15)) and must show that $\tilde{c}_{m}(s)=c_{m}(s)$. To do this, we will write $\tilde{c}_{m}(s)$ as an integral involving a certain kernel function $\omega_{\mathrm{m}}$ which was first introduced by Petersson.

We recall the definition of the kernel function. As in $\$ 1$, we fix an even integer $k>2$ which will be omitted from the notations. For $m=1,2, \ldots$ set

$$
\begin{equation*}
\mu_{m}\left(z, z^{\prime}\right)=\sum_{\substack{a, b, c, d \in \mathbb{Z} \\ a d-b c=m}} \frac{1}{\left(c z z^{\prime}+d z^{\prime}+a z+b\right)^{k}} \quad\left(z, z^{\prime} \in H\right) . \tag{35}
\end{equation*}
$$

The series converges absolutely and therefore defines a function holomorphic in both variables, and one can see easily that it transforms like a modular form of
weight $k$ with respect to the action of $\Gamma$ on each variable separately. One also checks easily that $\omega_{m}$ is a cusp form.

Proposition 1 (Petersson [16]): The function $C_{k}^{-1} \mathrm{~m}^{k-1} \omega_{m}\left(z,-\overline{z^{\top}}\right) \quad\left(C_{k}\right.$ as in equation (3)) is the kernel function for the $\mathrm{m}^{\text {th }}$ Hecke operator with respect to the Petersson metric, i.e.

$$
\begin{equation*}
C_{k}^{-1} m^{k-1} \int_{\Gamma \backslash H} f(z) \overline{\omega_{m}\left(z,-\overline{z^{\prime}}\right)} y^{k} d V=(f \mid T(m))\left(z^{\prime}\right) \quad\left(\forall f \in S_{k}, z^{\prime} \in H\right) \tag{36}
\end{equation*}
$$

Equivalently, $\omega_{m}\left(z, z^{\prime}\right)$ has the following representation as a linear combination of Hecke eigenforms:

$$
\begin{equation*}
m^{k-1} \omega_{m}\left(z, z^{\prime}\right)=c_{k} \sum_{i=1}^{\operatorname{dim}} S_{k} \frac{a_{i}(m)}{\left(f_{i}, f_{i}\right)} f_{i}(z) f_{i}\left(z^{\prime}\right) \tag{37}
\end{equation*}
$$

Proof: The equivalence of (36) and (37) is imodiate from the fact that the eigenforms $f_{i}$ form an orthogonal basis of $S_{k}$. Also, it is easily seen that $m^{k-1} \omega_{m}\left(z, z^{\prime}\right)$ is obtained from $\omega_{1}\left(z, z^{\prime}\right)$ by applying the Hecke operator $T(m)$ with respect to (say) the first variable, so it suffices to prove (36) for $m=1$.

We can write (35) for $m=1$ in the form

$$
\omega_{1}\left(z, z^{\prime}\right)=\sum_{a d-b c=1} \frac{1}{\left(z^{\prime}+\frac{a z+b}{c z+d}\right)^{k}} \quad(c z+d)^{-k}
$$

For fixed $c, d \in \mathbb{Z}$ with $(c, d)=1$, the pairs of integers $a, b$ with $a d-b c=1$ are all of the form $a_{0}+n c, b_{0}+n d(n \in Z)$, where $a_{0}, b_{o}$ is any fixed solution. Thus

$$
w_{1}\left(z, z^{\prime}\right)=\sum_{\substack{c, d \in \mathbb{Z} \\(c, d)=1}} \frac{1}{(c z+d)^{k}} \sum_{n=-\infty}^{\infty}\left(z^{\prime}+\frac{a_{o} z+b_{o}}{c z+d}+n\right)^{-k}
$$

Using the identity

$$
\begin{equation*}
\sum_{n=-\infty}^{\infty}(\tau+n)^{-k}=\frac{(2 \pi i)^{k}}{(k-1)!} \sum_{r=1}^{\infty} r^{k-1} e^{2 \pi i r \tau} \quad(\tau \in H) \tag{38}
\end{equation*}
$$

we find

$$
\begin{equation*}
\omega_{1}\left(z, z^{\prime}\right)=2 \frac{(2 \pi i)^{k}}{(k-1)!} \sum_{r=1}^{\infty} r^{k-1} G_{r}(z) e^{2 \pi i r z^{\prime}} \tag{39}
\end{equation*}
$$

where $G_{r}(z)$ is the Poincare series

$$
\begin{equation*}
G_{r}(z)=\frac{1}{2} \sum_{\substack{c, d \in \mathbb{Z} \\(c, d)=1}} \frac{1}{(c z+d)^{k}} e^{2 \pi i r \frac{a_{0} z+b_{0}}{c z+d}} \quad(r=1,2, \ldots, z \in H) \tag{40}
\end{equation*}
$$

(with $a_{o}$, $b_{o}$ again representing any integers with $a_{o} d-b_{o} c=1$; in a more invariant notation $G_{r}(z)=\sum_{\gamma \in \Gamma_{\infty} \backslash \Gamma} j_{k}(\gamma, z) e^{2 \pi i r \gamma z}$, where the summation is over representatives for the right cosets of $\Gamma_{\infty}=\left\{\left. \pm\left(\begin{array}{ll}1 & n \\ 0 & 1\end{array}\right) \right\rvert\, n \in \mathbb{Z}\right\}$ in $\Gamma$ ). But, as is well known (see, for example [6], p. 37), $G_{r}$ is a cusp form of weight $k$ and satisfies

$$
\begin{equation*}
\left(f, G_{r}\right)=\frac{(k-2)!}{(4 \pi r)^{k-1}} a(r) \tag{41}
\end{equation*}
$$

$$
\text { for } f(z)=\sum_{n=1}^{\infty} a(n) q^{n} \in s_{k}
$$

(this is proved in the same way as Rankin's identity below). Equation (36) for $\mathrm{m}=1$ follows imediately from equation (39) and (41). (For a different proof of Proposition 1 , not using Poincaré series, see [25] .)

The other main ingredient for the proof of Theorem 1 is Rankin's integral representation of the function (3), namely

$$
\begin{equation*}
\zeta(2 s) \frac{\Gamma(s+k-1)}{(4 \pi)^{s+k-1}} \sum_{n=1}^{\infty} \frac{|a(n)|^{2}}{n^{s+k-1}}=\int_{\Gamma \backslash H}|f(z)|^{2} E(z, s) y^{k} d V \tag{42}
\end{equation*}
$$

(valid for any cusp form $f(z)=\sum a(n) q^{n} \in S_{k}$ and $s \in \mathbb{C}$ with $\left.\operatorname{Re}(s)>1\right)$, where $E(z, s)$ is the Epstein zeta-function

$$
\begin{equation*}
E(z, s)=\frac{1}{2} y^{s} \sum_{m, n \in \mathbb{Z}} \frac{1}{|m z+n|^{2 s}} \quad(z=x+i y \in H, s \in \mathbb{C}, \operatorname{Re}(s)>1) \tag{43}
\end{equation*}
$$

(here $\sum^{\prime}$ denotes a sum over non-zero pairs of integers). This is a special case of a more general identity, namely that

$$
\begin{equation*}
\int_{\Gamma \backslash H} h(z) E(z, s) d V=\zeta(2 s) \int_{0}^{\infty} \int_{0}^{1} h(x+i y) y^{s-2} d x d y \tag{44}
\end{equation*}
$$

for any $r$-invariant function $h$ on the upper half-plane for which the integrals in question converge absolutely. To see this, we write each pair of integers
$m, n$ in (43) as re, rd with $r \geqslant 1$ and $(c, d)=1$ and note that there is a $2: 1$ correspondence between the pairs $c, d$ and the right cosets of $\Gamma_{\infty}$ in $\Gamma$, so

$$
E(z, s)=\frac{1}{2} \sum_{r=1}^{\infty} \sum_{\substack{c, d \in \mathbb{Z} \\(c, d)=1}} \frac{y^{s}}{r^{2 s}|c z+d|^{2 s}}=\zeta(2 s) \sum_{\gamma \in \Gamma_{\infty} \backslash \Gamma} \operatorname{Im}(\gamma z)^{s} .
$$

Also, if $F$ is a fundamental domain for the action of $\Gamma$ on $H$, then $\bigcup_{\gamma \in \Gamma_{\infty} \backslash \Gamma} \gamma F$ is a fundamental domain for the action of $\Gamma_{\infty}$. Hence

$$
\begin{aligned}
\int_{\Gamma \backslash H} h(z) E(z, s) d V & =\zeta(2 s) \int_{F} \sum_{\gamma \in \Gamma_{\infty} \backslash \Gamma} \operatorname{Im}(\gamma z)^{s} h(\gamma z) d V \\
& =\zeta(2 s) \sum_{\gamma \in \Gamma_{\infty}} \int_{\Gamma} \operatorname{Im}(z)^{s} h(z) d V \\
& =\zeta(2 s) \int_{\gamma,} h(z) \operatorname{Im}(z)^{s} d V
\end{aligned}
$$

and (44) follows by choosing the fundamental domain $\{z \in H \mid 0 \leqslant x<1\}$ for the action of $\Gamma_{\infty}$. Equation (44) says that $\int h(z) E(z, s) d V$ is $\zeta(2 s)$ times the Mellin transform $\int_{0}^{\infty} h_{0}(y) y^{s-2} d y$ of the"constant term" $h_{0}(y)$ in the Fourier expansion

$$
h(z)=\sum_{n=-\infty}^{\infty} h_{n}(y) e^{2 \pi i n x}
$$

of the function $h$ (which is $\Gamma$-invariant and hence periodic). Equation (42) now follows by taking for $h$ the P-invariant function

$$
h(z)=y^{k}|f(z)|^{2}=y^{k} \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} a(n) \overline{a(m)} e^{2 \pi i(n-m) x} e^{-2 \pi(n+m) y}
$$

with $h_{0}(y)=y^{k \sum}|a(n)|^{2} e^{-4 \pi n y}$.

If $f$ is a Hecke eigenform, then the series in (42) is related to $D_{f}(s)$ by equation (3) (note that $a(n)$ is real in this case, so $a(n)^{2}=|a(n)|^{2}$ ). Therefore (42) permits us to deduce the meromorphy of $D_{f}(s)$ and the two formulas (4) and (5) from the corresponding properties of $E(z, s)$, namely that $E(z, s)$ extends meromorphically to the whole s-plane with a simple pole of residue $\frac{\pi}{2}$
(independent of $z!$ ) at $s=1$ as its only singularity and satisfies the functional equation

$$
\begin{equation*}
E^{*}(z, s)=\pi^{-s} \Gamma(s) E(z, s)=E^{*}(z, 1-s) . \tag{45}
\end{equation*}
$$

Putting together equations (37), (3) and (42), we obtain the integral representation

$$
\begin{equation*}
\zeta(s) \tilde{c}_{m}(s)=m^{k-1} \int_{\Gamma \backslash H} \omega_{m}(z,-\bar{z}) E(z, s) y^{k} d V \quad(m=1,2, \ldots, s \in C) \tag{46}
\end{equation*}
$$

for the function $\tilde{c}_{m}(s)$ defined by the right-hand side of (15), In the next paragraph we will compute the integral on the right-hand side of (46), thereby completing the proof of Theorem 1.
§3. Calculation of $\int_{\Gamma \mathrm{H}} \omega_{\mathrm{m}}(z,-\bar{z}) E(z, s) y^{k} d V$

The computation of the integral in equation (46) will be carried out by a method similar to that used in [25] for the simpler integral

$$
\int_{\Gamma \backslash H} \omega_{m}(z,-\bar{z}) y^{k} d v
$$

(which, by virtue of Proposition 1 above, equals $C_{k} m^{-k+1}$ times the trace of the Hecke operator $T(m)$ on $\left.S_{k}\right)$. The extra factor $E(z, s)$ in the integrand will actually simplify both the formal calculation and the treatment of convergence, which was handled incorrectly in [25] (see Correction following this paper).

The definition of $\omega_{m}\left(z, z^{\prime}\right)$, equation (35), involves a sum over all matrices of determinant $m$. We split up this sum according to the value of the trace of the matrix and observe that there is a $1: 1$ correspondence between matrices of trace $t$ and determinant $m$ and binary quadratic forms of discriminant $t^{2}-4 m$, given by

$$
\left.\begin{array}{l}
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \mapsto \phi(u, v)=c u^{2}+(d-a) u v-b v^{2} \\
\phi(u, v)=a u^{2}+b u v+c v^{2} \mapsto\left(\begin{array}{c}
\frac{1}{2}(t-b) \\
a
\end{array} \frac{1}{2}(t+b)\right.
\end{array}\right) .
$$

Therefore
(47)

$$
\begin{aligned}
& y^{k} \omega_{m}(z,-\bar{z})=\sum_{i=-\infty}^{\infty} \sum_{\substack{a, b, c, d \in \mathbb{Z} \\
a d-b c=m \\
a+d=t}}^{\infty} \frac{y^{k}}{\left(c|z|^{2}+d \bar{z}-a z-b\right)^{k}} \\
& =\sum_{t=-\infty}^{\infty} \sum_{|\phi|=t^{2}-4 \mathrm{~m}}^{\infty} R_{\phi}(z, t) \text {, }
\end{aligned}
$$

where the inner sum is over all quadratic forms $\phi$ of discriminant $t^{2}-4 m$ and where we have written

$$
\begin{equation*}
R_{\phi}(z, t)=\frac{y^{k}}{\left(a|z|^{2}+b x+c-i t y\right)^{k}} \quad(z=x+i y \in \mathbb{H}, \quad t \in \mathbb{R}) \tag{48}
\end{equation*}
$$

for a form $\phi, \phi(u, v)=a u^{2}+b u v+c v^{2}$. The sum (47) converges absolutely for all $z \in H$, and we have

Proposition 2: For $s \in \mathbb{C}$ with $s \neq 1$ and $2-k<\operatorname{Re}(s)<k-1$, we have

$$
\sum_{t=-\infty}^{\infty} \int_{\Gamma \backslash H}|E(z, s)|\left|\sum_{|\phi|=t^{2}-4 m} R_{\phi}(z, t)\right| d V<\infty
$$

By virtue of this proposition, which we will prove at the end of the section, we may substitute (47) into (46) and interchange the order of sumation and integration to obtain

$$
\zeta(s) \tilde{c}_{m}(s)=m^{k-1} \sum_{t=-\infty}^{\infty} \int_{\left.\Gamma\right|_{H}} \sum_{|\phi|=t^{2}-4 m} R_{\phi}(z, t) E(z, s) d V \quad(2-k<\operatorname{Re}(s)<k-1)
$$

Theorem 1 is then a consequence of the following result, which is of interest in its own right.

Theorem 3: Let $k$ be an even integer $>2, \Delta$ a discriminant (i.e. $\Delta \in \mathbb{Z}$, $\Delta \equiv 0$ or $1(\bmod 4)$ ), $t$ a real number with $t^{2}>\Delta$. For each binary quadratic form $\phi$ of discriminant $\Delta$ let $R_{\phi}(t, z)(z \in H)$ be the function defined by (48). Then for $s \in \mathbb{C}$ with $s \neq 1,1-k<\operatorname{Re}(s)<k$,

$$
\begin{align*}
& \int_{\Gamma \backslash H}\left(\sum_{|\phi|=\Delta} R_{\phi}(z, t)\right) E(z, s) d V \\
& \quad=\zeta(s, \Delta)\left\{I_{k}(\Delta, t ; s)+I_{k}(\Delta,-t ; s)\right\}+  \tag{49}\\
& \left\{\begin{array}{cc}
(-1)^{k / 2} \frac{\Gamma(s+k-1) \zeta(s) \zeta(2 s)}{(2 \pi)^{s-1} \Gamma(k)}|t|^{-s-k+1} & \text { if } \Delta=0, \\
0 & \text { if } \Delta \neq 0,
\end{array}\right.
\end{align*}
$$

where $\zeta(s, \Delta)$ and $I_{k}(\Delta, t ; s)$ are given by (6) and (8), respectively.
Proof: We observe first that

$$
R_{\gamma_{\phi}}(z, t)=R_{\phi}\left({ }^{t} \gamma_{z, t}\right) \quad\left(\gamma \in \Gamma, t_{\gamma}=\text { transpose of } \gamma\right)
$$

so that the (absolutely convergent) series $\sum_{|\phi|=\Delta} R_{\phi}(z, t)$ defines a function in the upper half-plane which is invariant under $\Gamma$. Moreover, this function is $O\left(y^{1-k}\right)$ as $y=\operatorname{In}(z) \rightarrow \infty$, as we will show in the proof of Proposition 2 below, while $E(z, s)=O\left(y^{\max (\sigma, 1-\infty)}\right)$ for $y \rightarrow \infty(\sigma=\operatorname{Re}(s))$. Hence the integral on the left hand side of (49) makes sense and is holomorphic (for $s \neq 1$ ) in the range specified. On the other hand, $\zeta(s, \Delta)$ also has a holomorphic continuation for all $s \neq 1$ and the integral defining $I_{k}(\Delta, t ; s)$ converges for $1-k<0<k$ (unless $\Delta=0$, in which case the integral has a pole at $s=\frac{1}{2}$ compensating the pole coming from $\zeta(2 s)$ in the expression on the right-hand side of (49)). It therefore suffices to prove (49) under the assumption $1<\sigma<k$ and then extend the result to $1-k<\sigma<k$ by analytic continuation.

Suppose, then, that $\operatorname{Re}(s)>1$. Written out in full, the expression on the left-hand side of (49) is


The action of $\Gamma$ on $z \in H$ permutes the terms of this sum, transforming the form $\phi$ and the pair $\pm(m, n) \in\left(\mathbb{z}^{2}-\{(0,0)\}\right) /\{ \pm 1\}$ in such a way that $\phi(n,-m)$ remains invariant. In particular, the sum of the terms with $\phi(n,-m)>0$ in the
integrand of (50) is $\Gamma$-invariant. Also, the group $\Gamma$ acts freely on the set of pairs ( $\phi,(m, n)$ ) with $\phi(n,-m)>0$. Therefore, ignoring convergence for the moment, we have

$$
\frac{1}{2} \int_{\Gamma \mathrm{H}} \sum_{|\phi|=\Delta} \sum_{\substack{m, n \\ \phi(n,-m)>0}} R_{\phi}(z, t) \frac{y^{s}}{|m z+n|^{2 s}} d V
$$

$$
\begin{equation*}
=\sum_{\substack{\phi \\ \phi(n,-m)>0 \\ m o d i}} \sum_{\substack{ \pm(m, n)}} \int_{H} R_{\phi}(z, t) \frac{y^{s}}{|m z+n|^{2 s}} d V \tag{51}
\end{equation*}
$$

Making the substitution $z \mapsto \frac{n z-\frac{1}{2} b n+c m}{-m z+a n-\frac{1}{2} b m}$ (which maps $H$ to $H$ if $a n^{2}-b n m+c m^{2}>0$ ), we find

$$
\int_{H} \frac{y^{k}}{\left(a|z|^{2}+b x+c-i t y\right)^{k}} \frac{y^{s}}{|m z+n|^{2 s}} d V=\frac{1}{\left(a n^{2}-b n+c m^{2}\right)^{s}} \int_{H} \frac{y^{k+s} d V}{\left(|z|^{2}-\frac{1}{4} \Delta-i t y\right)^{k}}
$$

so that the right-hand side of (51) is equal to $\zeta(s, \Delta) I_{k}(\Delta, t ; s)$. Since the sum defining $\zeta(s, \Delta)$ and the integral defining $L_{k}(\Delta, t ; s)$ converge absolutely for $1<\operatorname{Re}(s)<k$, it follows a posteriori that the expression on the left-hand side of (51) was absolutely convergent in this range. The terms with $\phi(n,-m)<0$ can be treated in a similar manner (or simply by observing that $\mathbb{R}_{-\phi}(z, t)=$ $\left.R_{\phi}(z,-t)\right)$ and contribute $\zeta(s, \Delta) I_{k}(\Delta,-t ; s)$.

Finally, we must treat the terms in (50) with $\phi(\mathrm{n},-\mathrm{m})=0$. They occur only if $\Delta$ is a perfect square. These terms are not absolutely convergent in (50) (if we replace each $R_{\phi}(z, t)$ by its absolute value, then the sum in the integrand converges for each $z$ but the integral diverges). We argue as in the proof of equation (44). First, by removing the greatest common divisor of $m$ and $n$, we can write (50) as $\zeta(2 s)$ times the corresponding sum with the extra condition $(m, n)=1$. Since any relatively prime pair of integers ( $m, n$ ) is $\Gamma$-equivalent to the pair $(0,1)$ by an element of $\Gamma$ which is well-defined up to left multiplication by an element of $\Gamma_{\infty}$, the terms of (50) with $\phi(n,-m)=0$ give

$$
\begin{aligned}
\zeta(2 s) & \int_{\Gamma_{\infty}} \sum_{\substack{|\phi|=\Delta \\
\phi(1,0)=0}} R_{\phi}(z, t) y^{s} d V \\
& =\zeta(2 s) \int_{\Gamma_{\infty}} \sum_{\substack{a, b, c \in \mathbb{Z} \\
b^{2}-4 a c=\Delta \\
a=0}} \frac{y^{k}}{\left(a|z|^{2}+b x+c-i t y\right)^{k}} y^{s} d v \\
& =\zeta(2 s) \int_{0}^{\infty} \int_{0}^{1} \sum_{b^{2}=\Delta} \sum_{c=-\infty}^{\infty} \frac{1}{(b x-i t y+c)^{k}} y^{s+k-2} d x d y .
\end{aligned}
$$

The sum over $c$ can be evaluated using (38) and equals

$$
\frac{(2 \pi i)^{k}}{(k-1)!} \sum_{r=1}^{\infty} r^{k-1} e^{2 \pi i r( \pm b x+i|t| y)}
$$

if $\pm t>0$ (note that $t^{2}>\Delta$ and $\Delta$ is a square, so $t \neq 0$ ). If $\Delta \neq 0$, then this expression involves only terms $e^{2 \pi i n x}$ with $n \neq 0$, so the integral (52) is identically zero. For $\Delta=0$, the expression (52) becomes

$$
\zeta(2 s) \frac{(2 \pi i)^{k}}{(k-1)!} \int_{0}^{\infty} \int_{0}^{1} \sum_{r=1}^{\infty} r^{k-1} e^{-2 \pi r|t| y_{y} s+k-2} d x d y=\frac{(2 \pi i)^{k}}{(k-1)!} \zeta(2 s) \zeta(s) \frac{\Gamma(s+k-1)}{(2 \pi|t|)^{s+k-1}}
$$

This completes the proof of Theorem 3.

Proof of Proposition 2: We choose for $\Gamma \backslash H$ the standard fundamental domain $\left\{z\left||z| \geqslant 1,|x| \leqslant \frac{1}{2}\right\}\right.$. Since $E(z, s)=0\left(y^{\sigma}+y^{1-\sigma}\right)$ as $y=\operatorname{Im}(z) \rightarrow \infty$, where $\sigma=\operatorname{Re}(s)$ it will suffice to show that

$$
\begin{equation*}
\sum_{t=-\infty}^{\infty} \int_{1}^{\infty} \int_{-\frac{1}{2}}^{\frac{1}{2}}\left|\sum_{|\phi|=t^{2}-4 m} R_{\phi}(z, t)\right| y^{\sigma^{-2}} d x d y<\infty, \tag{53}
\end{equation*}
$$

for $\sigma<k-1$ Also, the above proof shows that the integral occurring in (53) is finite for each fixed value of $t$ (even in the larger range $\sigma<k$ ), so we can ignore the finitely many values of $t$ for which $t^{2}-4 \mathrm{~m}$ is a perfect square. If $t^{2}-4 \mathrm{~m}$ is not a square, then

$$
\begin{aligned}
& \sum_{|\phi|=t^{2}-4 m}^{R_{\phi}(z, t)}=2 \operatorname{Re}\left(\sum_{b^{2}-4 a c=t^{2}-4 m}^{a>0} \frac{y^{k}}{\left(a|z|^{2}+b x+c-i t y\right)^{k}}\right) \\
& =2 y^{k} \operatorname{Re}\left(\sum_{a=1}^{\infty} \frac{1}{a^{k}} \sum_{b^{2} \equiv t^{2}-4(\bmod (\bmod 4 a)}^{\infty}\left[\left(x+\frac{b}{2 a}+n\right)^{2}+y^{2}-\frac{i t y}{a}-\frac{t^{2}-4 m}{4 a^{2}}\right]^{-k}\right) .
\end{aligned}
$$

But it is easily shown that

$$
\sum_{n=-\infty}^{\infty}\left[(x+n)^{2}+L^{2}\right]^{-k}=0\left(L^{1-2 k}\right)
$$

uniformly for $x \in \mathbb{R}$ and $L \in \mathbb{C}$ with $\operatorname{Re}(L)$ bounded away from 0 . We apply this with $L^{2}=y^{2}-i t y-\frac{t^{2}-4 m}{4 a^{2}}=\left(y-\frac{i t}{2 a}\right)^{2}+\frac{m}{a^{2}}$. Since $m$ is fixed and $a \geqslant 1$, $t \rightarrow \infty, y \rightarrow \infty$ in the sum (54), we can write

$$
\sum_{n=-\infty}^{\infty}\left[\left(x+\frac{b}{2 a}+n\right)^{2}+y^{2}-\frac{i t y}{a}-\frac{t^{2}-4 m}{4 a^{2}}\right]^{-k}=O\left(\left(y-\frac{i t}{2 a}\right)^{-2 k+1}\right)=O\left(\left(y^{2}+t^{2} / a^{2}\right)^{-k+\frac{1}{2}}\right)
$$

Also, the number of solutions $b(\bmod 2 a)$ of the congruence $b^{2} \equiv t^{2}-4 m(\bmod 4 a)$ is $O\left(a^{\varepsilon}\right)$ as $a \rightarrow \infty$ for any $\varepsilon>0$. Therefore (54) gives the estimate

$$
\sum_{|\phi|=t^{2}-4 m} R_{\phi}(z, t)=O\left(y^{k} \sum_{a=1}^{\infty} a^{\varepsilon-k}\left(y^{2}+t^{2} / a^{2}\right)^{-k+\frac{1}{2}}\right)
$$

where the constant implied by 0() depends on $m$ and $k$ but not on $y$ or $t$. This expression is $O\left(y^{1-k}\right)$ in the range $y \geqslant t$ and $O\left(y^{-\varepsilon} t^{-k+1+\varepsilon}\right)$ for $t>y$, as one checks by splitting up the sum according as $a \leqslant t / y$ or $a>t / y$. Hence

$$
\begin{aligned}
\int_{1}^{\infty} \int_{-\frac{1}{2}}^{\frac{1}{2}}\left|\sum_{|\phi|=t^{2}-4 m} R(z, t)\right| y_{\phi}^{\sigma-2} d x d y & =0\left(t^{1-k+\varepsilon} \int_{1}^{t} y^{\sigma-2+\varepsilon} d y+\int_{t}^{\infty} y^{-k+\sigma-1} d y\right) \\
& =0\left(t^{\sigma-k}\right)
\end{aligned}
$$

so the sum (53) converges for $k-\sigma>1$.

5 4. Properties of the functions $\zeta(s, \Delta)$ and $I_{k}(\Delta, t ; s)$

In order to deduce from Theorem 1 the various corollaries discussed in $\$ 1$, in particular the trace formula and the formula for the Petersson product of an eigenform with the modular forms constructed by Cohen, we will need various properties of the functions $\zeta(s, \Delta)$ and $I_{k}(\Delta, t ; s)$ defined by Equations (6) and (8). We begin with the zeta-function.

Proposition 3: Let $\zeta(s, \Delta)$ be the zeta-function defined by (6), where $\Delta \in \mathbb{Z}$, $s \in \mathbb{C}, \operatorname{Re}(s)>1$. Then
i) $\zeta(s, \Delta)=\zeta(2 s) \sum_{a=1}^{\infty} \frac{n(a)}{a^{s}}$, where $n(a) \quad$ is the number of solutions $b$ (mod 2a) of the congruence $b^{2} \equiv \Delta(\bmod 4 a)$.
ii) $\zeta(s, \Delta)$ has a meromorphic continuation to the whole complex plane and, if $\Delta \neq 0$, satisfies the functional equation

$$
\begin{aligned}
\gamma(s, \Delta) \zeta(s, \Delta) & =\gamma(1-s, \Delta) \zeta(1-s, \Delta), \text { where } \\
\gamma(s, \Delta) & =\left\{\begin{array}{lll}
(2 \pi)^{-s}|\Delta|^{s / 2} \Gamma(s) & \text { if } \Delta<0 \\
\pi^{-s} \Delta^{s / 2} \Gamma\left(\frac{s}{2}\right)^{2} & \text { if } \Delta>0
\end{array}\right.
\end{aligned}
$$

iii) $\zeta(s, \Delta)$ can be expressed in terms of standard Dirichlet series as follows:

$$
\zeta(s, \Delta)=\left\{\begin{array}{cl}
0 & \text { if } \Delta \equiv 2 \text { or } 3(\bmod 4) \\
\zeta(s) \zeta(2 s-1) & \text { if } \Delta=0 \\
\zeta(s) L_{D}(s) \sum_{d \mid f} \mu(d)\left(\frac{D}{d}\right) d^{-s} \sigma_{1-2 s}\left(\frac{f}{d}\right) & \text { if } \Delta \equiv 0 \text { or } 1(\bmod 4), \Delta \neq 0,
\end{array}\right.
$$

where if $A \equiv 0$ or $1(\bmod 4), \Delta \neq 0$ we have written $\Delta=D f^{2}$ with $f \in \mathbb{N}$, $D$ the discriminant of $Q(\sqrt{\Delta}),\left(\frac{D}{V}\right)$ the Kronecker symbol,$L_{D}(s)=\sum_{n=1}^{\infty}\left(\frac{D}{n}\right) n^{-s}$ the associated $L$-series, and $\left.\sigma_{\gamma}(m)=\sum_{\substack{d \mid m \\ d>0}} d^{\nu}(m \in \mathbb{N}), v \in \mathbb{C}\right) . \underline{\text { In parti- }}$ cular, the function $L(s, \Delta)$ defined by (7) is entire except for a simple pole (of residue $\frac{1}{2}$ if $\Delta=0$ and 1 if $\Delta \neq 0$ ) if $\Delta$ is a square.
iv) For $\Delta<0$, the values of $L(s, \Delta)$ at $s=1$ and $s=0$ are given by

$$
L(1, \Delta)=\frac{\pi}{\sqrt{|\Delta|}}, \quad L(0, \Delta)=\frac{\pi}{\sqrt{|\Delta|}} H(|\Delta|)
$$

where $H(n)$ is the class number defined by equation (20). More generally, if $r$ is a positive odd integer then $L(r, \Delta)$ and $L(1-r, \Delta)$ are given by equations (22) and (23), where $H(r, N)$ is the function defined in [3].

Proof: i) This identity is equivalent to the main theorem of the theory of binary quadratic forms (cf. [10], Satz 203), according to which $n(a)$ is the number of $\mathrm{SL}_{2}(\mathbb{Z})$ - inequivalent primitive representations of $a$ by binary quadratic forms of discriminant $\Delta$. We can prove it directly by arguing as for the proof of (44) or (52): Let $\Phi$ denote the set of binary quadratic forms of discriminant $\Delta$ and $X=\left(\mathbb{Z}^{2}-\{(0,0)\}\right) /\{ \pm 1\}$. For $\phi \in \Phi$ and $\pm(m, n) \in X$ set $\phi \cdot x=\phi(n,-m)$. Then $\Gamma$ acts on $\Phi \times x$ preserving the pairing $\phi \cdot x$ and we can write (6) as

$$
\begin{aligned}
\zeta(s, \Delta) & =\sum_{\phi \in \Phi / \Gamma} \sum_{x \in X / \Gamma_{\phi}}(\phi \cdot x)^{-s}=\sum_{(\phi, x) \in(\Phi \times X) / \Gamma}(\phi \cdot x)^{-s} \\
& =\sum_{x \in X / \Gamma} \sum_{\phi \in \Phi / \Gamma_{x}}(\phi \cdot x)^{-s}
\end{aligned}
$$

where $\Gamma_{\phi}, \Gamma_{x}$ denote the isotropy groups of $\phi$ and $x$ in $\Gamma$. The orbits of $x$ under $\Gamma$ are in $1: \mid$ correspondence with the natural numbers, since $\pm(m, n)$ is requivalent to $\pm(0, r) \quad(r=g . c . d$ of $m$ and $n)$, and the isotropy group of $\pm(0, r)$ is $\Gamma_{\infty}$. Hence

$$
\begin{aligned}
\zeta(s, \Delta) & =\sum_{r=1}^{\infty} \sum_{\phi \in \Phi / \Gamma_{\infty}} \frac{1}{\phi(r, 0)^{s}} \\
& =\zeta(2 s) \sum_{a=1}^{\infty} \sum_{\substack{b(\bmod 2 a) \\
b^{2} \equiv \Delta(\bmod 4 a)}} a^{-s} .
\end{aligned}
$$

ii) This follows from iii) and the functional equations of $\zeta(s)$ and $L_{D}(s)$. However, we can also deduce it from Theorem 3 together with the easily-proved funct-
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ional equations of $E(2, s)$ (equation (45)) and $I_{k}(\Delta, t ; s)$ (Proposition 4, iii)), so that Theorem 3 gives as a corollary new proofs for the functional equations of the zeta functions of both real and imaginary quadratic fields.
iii) This can be deduced without difficulty from i). The details are given in [8], Prop. 2, pp. 69-71 (our $n(a)$ is denoted there by $r_{D}^{*}(f, a)$, where $\Delta=D f^{2}$ ). iv) From iii) and the Dirichlet class-number formula we get

$$
\begin{align*}
L(1, \Delta) & =L_{D}(1) \sum_{d \mid f} \mu(d)\left(\frac{D}{d}\right) d^{-1} \sigma_{-1}(f / d) \\
& =\frac{2 \pi}{\sqrt{|D|}} \frac{h(D)}{w(D)} \sum_{C d \mid f} \mu(d)\left(\frac{D}{d}\right) \underbrace{c}_{f} \\
& =\frac{2 \pi}{\sqrt{|\Delta|}} \frac{h(D)}{w(D)} \sum_{e \mid f} e \prod_{p \mid e}\left(1-\left(\frac{D}{p}\right) p^{-1}\right)  \tag{e=cd}\\
& =\frac{2 \pi}{\sqrt{|\Delta|}} \sum_{e \mid f} \frac{h\left(D e^{2}\right)}{w\left(D e^{2}\right)}=\frac{\pi}{\sqrt{|\Delta|}} H(|\Delta|) .
\end{align*}
$$

The general case follows similarly from ii) and iii) and the formula given by Cohen in $[3]$, c), p. 273.

Proposition 4: Let $\Delta, t$ be real numbers with $\Delta<t^{2}$. Then
i) The first integral in (8) converges absolutely for $s \in \mathbb{C}$ with

$$
k>\operatorname{Re}(s)>\left\{\begin{array}{cc}
1-k & \text { if } \Delta<0 \\
0 & \text { if } \Delta>0 \\
1 / 2 & \text { if } \Delta=0
\end{array}\right.
$$

and is then equal to the second integral.
ii) For $\Delta \neq 0$, the second integral in (8) converges for $s \in \mathbb{C}$ with
$1-k<\operatorname{Re}(s)<k$. The function $I_{k}(\Delta, t ; s)$ which it defines has a meromorphic continuation to all $s$ whose only singularities are simple poles at $s=k, k+1, k+2, \ldots \quad$ and $s=-k+1,-k,-k-1, \ldots$, and which satisfies the functional equation

$$
\begin{array}{cll}
I_{k}(\Delta, t ; s) & =\left(\left.\frac{1}{4} \right\rvert\, \Delta 1\right)^{s-\frac{1}{2}} I_{k}(\Delta, t ; 1-s) & \text { if } \Delta<0, \\
{\left[I_{k}(\Delta, t ; s)+I_{k}(\Delta,-t ; s)\right]} & =\cot \frac{\pi s}{2}\left(\frac{1}{4} \Delta\right)^{s-\frac{1}{2}}\left[I_{k}(\Delta, t ; 1-s)+I_{k}(\Delta,-t ; 1-s)\right] & \text { if } \Delta>0 .
\end{array}
$$

iii) For $\Delta=0, \pm t>0$ one has

$$
I_{k}(0, t ; s)=e^{ \pm \frac{i \pi}{2}(s-k)} \frac{\Gamma\left(\frac{1}{2}\right) \Gamma\left(s-\frac{1}{2}\right) \Gamma(k-s)}{\Gamma(k)}|t|^{-k+s}
$$

iv) For $\triangle<0$ and $0<r<k$, one has

$$
\left(\frac{t^{2}-\Delta}{4}\right)^{k-1}\left[I_{k}(\Delta, t ; 1-r)+I_{k}(\Delta,-t ; 1-r)\right]=\left(-\frac{1}{4}\right)^{\frac{k-r-1}{2}} \pi \frac{\Gamma(k-r) \Gamma(r)}{\Gamma(k)} p_{k, r}\left(t, \frac{t^{2}-\Delta}{4}\right)
$$

where $p_{k, r}$ is the polynomial defined by (25).
v) For $\Delta>0$

$$
\frac{\sqrt{\Delta}}{2} I_{k}(\Delta, t ; 0)=i \operatorname{sign}(t) I_{k}(\Delta, t ; 1)=\frac{(-1)^{k / 2} \pi}{k-1} \frac{1}{(|t|+\sqrt{\Delta})^{k-1}}
$$

Proof: i) The integrand $y^{k+s-2}\left(|z|^{2}+\text { ity }-\frac{1}{4} \Delta\right)^{-k}$ ( $z=x+i y \in H$ ) has no poles in the upper half-plane $H$ but grows on the boundary of $H$ like

$$
\left\{\begin{array}{l}
|z|^{-k+\sigma-2} \text { as } z \rightarrow i \infty 0 \\
y^{k+\sigma-2} \text { as } y \rightarrow 0 \\
|z-a|^{\sigma-2} \text { as } z \rightarrow a \text { if } \Delta x 4 a^{2}>0 \\
y^{k+\sigma-2}\left(x^{2}+y\right)^{-k} \text { as } z \rightarrow 0 \text { if } \Delta=0
\end{array}\right.
$$

where $\sigma=\operatorname{Re}(s)$. The assertions about the convergence follow. The equality of the two integrals in (8), granted the convergence, is a consequence of the identity

$$
\begin{equation*}
\int_{-\infty}^{\infty}\left(x^{2}+a\right)^{-v} d x=\frac{\Gamma\left(v-\frac{1}{2}\right) \Gamma\left(\frac{1}{2}\right)}{\Gamma(v)} a^{\frac{1}{2}-v} \quad\left(a \in c \cdot(-\infty, 0], \operatorname{Re}(v)>\frac{1}{2}\right) . \tag{55}
\end{equation*}
$$

ii) Set
(56)

$$
I_{k, s}(z)=\int_{0}^{\infty} \frac{x^{k+s-2} d x}{\left(x^{2}+2 x z+1\right)^{k-1 / 2}} \quad(1-k<\operatorname{Re}(s)<k, z \in \mathbb{C}-(-\infty,-1]) ;
$$

this is related to the standard Legendre function $\mathbb{P}_{\nu}^{\mu}(z)$ ("associated Legendre function of the first kind") by

$$
I_{k, s}(z)=\frac{2^{1-k} \Gamma\left(\frac{1}{2}\right)}{\Gamma\left(k-\frac{1}{2}\right)} \Gamma(k-1+s) \Gamma(k-s) \quad\left(z^{2}-1\right)^{-\frac{k-1}{2}} P_{-s}^{1-k}(s) \quad(z \in \mathbb{C}-(-\infty,+1])
$$

(cf. $[5], 3.7$ (33), p. 160). For $\Delta<0$ the substitution $y=\frac{1}{2} \sqrt{|\Delta|} x$ in (8) gives

$$
\begin{equation*}
I_{k}(\Delta, t ; s)=\left(\frac{1}{4}|\Delta|\right)^{\frac{s-k}{2}} \frac{\Gamma\left(k-\frac{1}{2}\right) \Gamma\left(\frac{1}{2}\right)}{\Gamma(k)} \quad I_{k, s}\left(\frac{i t}{\sqrt{|\Delta|}}\right) \tag{57}
\end{equation*}
$$

For $\Delta>0$ we can also express $I_{k}(\Delta, t ; s)$ in terms of $I_{k, s}(z)$. Indeed, since $t^{2}>\Delta>0$ we have $t \neq 0$. If $t$ is positive, then the poles of the integrand in the second integral of (8) lie on the negative real axis, and by shifting the path of integration to the positive imaginary axis and substituting $y=\frac{1}{2} \sqrt{\Delta} x$ we obtain
(58a) $I_{k}(\Delta, t ; s)=\left(\frac{1}{4} \Delta\right)^{\frac{s-k}{2}} e^{\frac{i \pi}{2}(s-k)} \frac{\Gamma\left(k-\frac{1}{2}\right) \Gamma\left(\frac{1}{2}\right)}{\Gamma(k)} I_{k, s}\left(\frac{t}{\sqrt{\Delta}}\right) \quad(\Delta>0, t>0)$.
Similarly, if $t<0$
(58b) $\quad I_{k}(\Delta, t ; s)=\left(\frac{1}{4} \Delta\right)^{\frac{s-k}{2}} e^{-\frac{i \pi}{2}(s-k)} \frac{\Gamma\left(k-\frac{1}{2}\right) \Gamma\left(\frac{1}{2}\right)}{\Gamma(k)} I_{k, s}\left(\frac{\Lambda_{t} \mid}{\sqrt{\Delta}}\right) \quad(\Delta>0, t<0)$.
The assertions about $I_{k}(\Delta, t ; s)(\Delta \neq 0)$ now follow at once from the corresponding properties of $I_{k, s}(z)$ : the function $I_{k, s}(z)$ satisfies the functional equation $I_{k, s}(z)=I_{k, 1-s}(z) \quad$ (as one sees by making the substitution $x \mapsto x^{-1}$ in (56)) and has a meromorphic continuation to the whole s-plane whose only singularities are simple poles of residue $-d_{n}(z)$ and $+d_{n}(z)$ at $s=k+n$ and $s=1-k-n$, $n \geqslant 0$, where $d_{n}(z)$ is the polynomial of degree $n$ defined by the asymptotic expansion

$$
\left(1+2 x z+x^{2}\right)^{-k+\frac{1}{2}} \sim \sum_{n=0}^{\infty} d_{n}(z) x^{n} \quad(x \rightarrow 0)
$$

iii) For $\Delta=0$, the same argument as for $\Delta>0$ gives

$$
I_{k}(0, t ; s)=e^{(\operatorname{sign} t) \cdot i \pi(s-k) / 2} \frac{\Gamma\left(k-\frac{1}{2}\right) \Gamma\left(\frac{1}{2}\right)}{\Gamma(k)} \int_{0}^{\infty} \frac{x^{s-3 / 2} d x}{(x+|t|)^{k-\frac{1}{2}}}
$$

which is equivalent to the formula given.
iv) We have to prove that

$$
\left(\frac{t^{2}-\Delta}{4}\right)^{k-1} \int_{-\infty}^{\infty} \frac{y^{k-r-1}}{\left(y^{2}+i y t-\frac{1}{4} \Delta\right)^{k-3 / 2}} d y=\left(-\frac{1}{4}\right)^{k-r-1} \frac{\Gamma\left(\frac{1}{2}\right) \Gamma(r) \Gamma(k-r)}{\Gamma\left(k-\frac{1}{2}\right)} p_{k, r}\left(t, \frac{t^{2}-\Delta}{4}\right)
$$

This follows by comparing the coefficients of $u^{k-r-1}$ in the two sides of the identity

$$
\int_{-\infty}^{\infty}\left(y^{2}+i y t-\frac{\Delta}{4}+2 i y \frac{t^{2}-\Delta}{4} u\right)^{-r-\frac{1}{2}} d y=\frac{\Gamma(r) \Gamma\left(\frac{1}{2}\right)}{\Gamma\left(r+\frac{1}{2}\right)}\left(\frac{t^{2}-\Delta}{4}\right)^{-r}\left(1+t u+\frac{t^{2}-\Delta}{4} u^{2}\right)^{-r}
$$

which in turn can be proved by taking

$$
a=\frac{t^{2}-\Delta}{4}\left(1+t u+\frac{t^{2}-\Delta}{4} u^{2}\right), \quad v=r+\frac{1}{2}
$$

in (55) and making the substitution $x=y+i\left(\frac{t}{2}+\frac{t^{2}-A}{4} u\right)$.
v) These formulas (which are equivalent to one another by virtue of (58) and the functional equation $I_{k, s}(z)=I_{k, l-s}(z)$ ) follow from the identities

$$
\begin{aligned}
& \int_{0}^{\infty} \frac{d y}{\left(y^{2}+i t y-\frac{1}{4} \Delta\right)^{3 / 2}}=\left.\frac{4}{t^{2}-\Delta} \frac{y-\frac{1}{2} i t}{\sqrt{y^{2}+i t y-\frac{1}{4} \Delta}}\right|_{0} ^{\infty}=-\frac{4}{\sqrt{\Delta}} \frac{1}{\sqrt{\Delta}+|t|} \\
& \int_{0}^{\infty} \frac{y d y}{\left(y^{2}+i t y-\frac{1}{4} \Delta\right)^{3 / 2}}=\left.\frac{4}{t^{2}-\Delta} \frac{-\frac{1}{2} i t y+\frac{1}{4} \Delta}{\sqrt{y^{2}+i t y-\frac{1}{4} \Delta}}\right|_{0} ^{\infty}=\frac{-2 i \operatorname{sign}(t)}{\sqrt{\Delta}+|t|}
\end{aligned}
$$

by differentiating $k-2$ times with respect to $t$. This completes the proof of Proposition 4.

We can now prove the various assertions made in $\S 1$ about special values of the series $c_{m}(s)$ defined in (9). Consider first $s=1$. The contribution of the (finitely many) terms in (9) with $t^{2}<4 m$ can be calculated from equations (17) and (19), which are special cases of Prop. 4, iv), and Prop. 3, iii), respectively. The contribution of the (finitely many) terms with $t^{2}-4 m \quad a$ non-zero square is given by (21), which is a consequence of Prop. 3, iii) and Prop. 4, ii) and v). The contribution of the two terms with $t^{2}-4 m=0$ when $m$ is
a square can be calculated from equation (13) (which follows from Prop. 4, iii)) and the equation $L(s, 0)=\zeta(2 s-1)$ (Prop. 3, iii)). Finally, the (infinitely many) terms with $t^{2}-4 \mathrm{~m}$ a positive non-square in (9) give 0 for $s=1$ because $L\left(1, t^{2}-4 m\right)$ is finite and $I_{k}\left(t^{2}-4 m, t ; 1\right)+I_{k}\left(t^{2}-4 m,-t ; 1\right)$ vanishes (by virtue of the functional equation, Prop. 4, ii)). Putting all of this into the formula for $c_{m}(1)$ we obtain from (16) the Eichler-Selberg trace formula.

For $s=r \in\{3,5,7, \ldots, k-3\}$ the calculation is even easier, since the terms in (9) with $t^{2}-4 m=u^{2}>0$ now give no contribution (the factor $I_{k}\left(t^{2}-4 m, t ; s\right)+I_{k}\left(t^{2}-4 m,-t ; s\right)$ is again 0 because of the functional equation, but $L\left(s, t^{2}-4 m\right.$ ) is now finite). From equations (9), (22) (= Prop. 3, iv)) and (26) (which is a consequence of ii) and iv) of Prop. 4) we obtain

$$
\begin{aligned}
c_{m}(r) & =C_{k} \cdot\left(-\frac{1}{4}\right)^{\frac{r+1}{2}} \frac{\Gamma(k-r) \Gamma^{\prime}(r)}{\Gamma(k-1)}(-1)^{\frac{r-1}{2}} \frac{2^{r-1} \pi^{r}}{\Gamma(r)} \sum_{t^{2}<4 m} p_{k, r}(t, m) H\left(r, 4 m-t^{2}\right) \\
& + \begin{cases}\sum^{\frac{k}{2}+1}(-1)^{\frac{(k+r-2)!\pi^{r+1} u^{k-r-1}}{2^{k-2}(k-1)!(2 r-1)!}} \zeta^{(1-2 r)} & \text { if } m=u^{2} \\
0 & \text { if } m \neq \text { square }\end{cases} \\
& =-\frac{1}{4} C_{k} \frac{\Gamma(k-r)}{\Gamma(k-1)} \pi^{r} \sum_{t^{2} \leqslant 4 m} p_{k, r}(t, m) H\left(r, 4 m-t^{2}\right)
\end{aligned}
$$

or (with the notations of (10) and (24))

$$
\Phi_{r}(z)=-\frac{1}{4} c_{k} \frac{\Gamma(k-r)}{\Gamma(k-1)} \pi^{r} C_{k, r}(z) \quad(r=3,5, \ldots,,, k-3)
$$

This together with Theorem 1 shows that $C_{k, r}$ is a cusp form of weight $k$ whose Petersson product with an arbitrary Hecke eigenform $f$ is given by (28),

For $s=r=k-1$ the same calculation shows that the value of the series (9) is given by equation (59), but the function (10) is no longer a modular form since we have left the region of convergence. On the other hand, it follows from ii) and iii) of Theorem 1 that the function

$$
\tilde{\Phi}_{k-1}(z)=\lim _{s \rightarrow k-1} \Phi_{s}(z)
$$

is a cusp form of weight $k$ satisfying
(60)

$$
\left(\tilde{\Phi}_{k-1}, f\right)=C_{k} \frac{\Gamma(2 k-2)}{(4 \pi)^{2 k-2}} D_{f}(2 k-2)
$$

for each Hecke eigenform $f \in S_{k}$. We want to show that the $m^{\text {th }}$ Fourier coefficient $\tilde{c}_{m}(k-1)$ of $\tilde{\Phi}_{k-1}$ is given by equation (27). Each term of the series (9) is continuous at $s=k-1$, and each term with $|t|>2 \sqrt{m}$ has the limit 0 as $s \rightarrow k-1$. Therefore
(61) $\tilde{c}_{m}(k-1)=c_{m}(k-1)+\lim _{\varepsilon \rightarrow 0}\left(\mathrm{~m}^{k-1} \sum_{|t|>2 \sqrt{m}}\left[I_{k}\left(t^{2}-4 m, t ; k-1-\varepsilon\right)+I_{k}\left(t^{2}-4 m,-t ; k-1-\varepsilon\right)\right]\right.$

$$
\times L\left(k-1-E, t^{2}-4 m\right) \text {. }
$$

By (59) the first term on the right is equal to the first term on the right-hand side of (27). From (58) we find

$$
\begin{aligned}
& I_{k}\left(t^{2}-4 m, t ; k-1-\varepsilon\right)+I_{k}\left(t^{2}-4 m,-t ; k-1-\varepsilon\right)= \\
& =2 \cos \frac{\pi(1+\varepsilon)}{2} \cdot\left(\frac{t^{2}-4 m}{4}\right)^{-\frac{1+\varepsilon}{2}} \frac{\Gamma\left(k-\frac{1}{2}\right) \Gamma(z)}{\Gamma(k)} I_{k, k-1-\varepsilon}\left(\frac{|t|}{\sqrt{t^{2}-4 m}}\right) \\
& =-2 \pi \frac{\Gamma\left(k-\frac{1}{2}\right) \Gamma\left(\frac{1}{2}\right)}{\Gamma(k)} I_{k, k-1}(1) \varepsilon t^{-1-\varepsilon}\left(1+0(\varepsilon)+O\left(t^{-1}\right)\right),
\end{aligned}
$$

with

$$
I_{k, k-1}(1)=\int_{0}^{\infty} \frac{x^{2 k-3} d x}{\left(x^{2}+2 x+1\right)^{k}}=\int_{0}^{1} u^{2 k-3} d u=\frac{1}{2 k-2} \quad\left(u=\frac{x}{x+1}\right)
$$

Also $L\left(t^{2}-4 m, k-1-\varepsilon\right)=L\left(t^{2}-4 m, k-1\right)+0(\varepsilon)$, with both terms uniformly bounded in $t$. Therefore the second term in (61) equals
(62) $\quad-\frac{\pi}{k-1} \frac{\Gamma\left(k-\frac{1}{2}\right) \Gamma\left(\frac{1}{2}\right)}{\Gamma(k)} m^{k-1} \lim _{\varepsilon \rightarrow 0}\left(\varepsilon \sum_{|t|>2 \sqrt{m}} \frac{1}{t^{1+\varepsilon} L\left(k-1, t^{2}-4 m\right)}\right)$.

On the other hand, Prop, 3)i) gives

$$
\begin{aligned}
L\left(k-1, t^{2}-4 m\right) & =\frac{\zeta(2 k-2)}{\zeta(k-1)} \sum_{a=1}^{\infty} \frac{1}{a^{k-1}} \#\left\{b(\bmod 2 a) \mid b^{2} \equiv t^{2}-4 m(\bmod 4 a)\right\} \\
& =\frac{\zeta(2 k-2)}{\zeta(k-1)} \sum_{a=1}^{\infty} \frac{1}{a^{k-1}} \#\{d(\bmod a) \mid d(t-d) \equiv m(\bmod a)\}
\end{aligned}
$$

where in the last line we have set $d=\frac{t-b}{2}$. The condition $d(t-d) \equiv m(\bmod a)$ depends only on the residue class of $t(\bmod a)$, and for a fixed residue class $t_{0}(\bmod a)$ one has

$$
\lim _{\varepsilon \rightarrow 0}\left(\varepsilon \sum_{\substack{|t|>2 \sqrt{m} \\ t=t_{0}(\bmod a)}} \frac{1}{t^{i+\varepsilon}}\right)=\frac{2}{a} \lim _{\varepsilon \rightarrow 0} \varepsilon \zeta(1+\varepsilon)=\frac{2}{a}
$$

so (62) equals

$$
\begin{equation*}
-\frac{2 \pi}{k-1} \frac{\Gamma\left(k-\frac{1}{2}\right) \Gamma\left(\frac{1}{2}\right)}{\Gamma(k)} \frac{\zeta(2 k-2)}{\zeta(k-1)} m^{k-1} \sum_{a=1}^{\infty} \frac{p(a)}{a^{k}}, \tag{63}
\end{equation*}
$$

where $\rho(a)=\left\{d, d^{\prime}(\bmod a) \mid d d^{\prime} \equiv m(\bmod a)\right\}$. The function $a \rightarrow \rho(a)$ is multiplicative and for a prime power $a=p^{\nu}$ is given by $\rho\left(p^{\nu}\right)=(p-1) p^{\nu-1}$ if $p+m$ and by

$$
\rho\left(p^{\nu}\right)= \begin{cases}(\nu+1) p^{\nu}-v p^{v-1} & \text { if } 0 \leqslant \nu \leqslant \mu \\ (\mu+1)\left(p^{\nu}-p^{\nu-1}\right) & \text { if } \nu>\mu\end{cases}
$$

in general, where $p^{\mu}$ is the largest power of $p$ dividing $m$. Hence

$$
\begin{aligned}
& \sum_{a=1}^{\infty} \frac{p(a)}{a^{k}}=\prod_{p \nmid m}\left(1+\frac{p-1}{p^{k}}+\frac{(p-1) p}{p^{2 k}}+\ldots\right) \prod_{\substack{p \mu \prod_{\begin{subarray}{c}{ } }}^{\mu \geqslant 1}}\end{subarray}}\left(1+\frac{2 p-1}{p^{k}}+\frac{3 p^{2}-2 p}{p^{2 k}}+\ldots+\frac{(\mu+1) p^{\mu}-\mu p^{\mu-1}}{p^{\mu k}}\right. \\
& \left.+\frac{(\mu+1) p^{\mu+1}-(\mu+1) p^{\mu}}{p^{(\mu+1) k}}+\ldots\right) \\
& =\prod_{p} \frac{1-p^{-k}}{1-p^{1-k}} \cdot \prod_{\substack{p \\
\mu \geqslant 1}}\left(1+p^{1-k}+p^{2(1-k)}+\ldots+p^{\mu(1-k)}\right) \\
& =\frac{\zeta(k-1)}{\zeta(k)} \quad \sigma_{1-k}(m),
\end{aligned}
$$

and substituting this into (63) we obtain the second term in equation (27). Therefore

$$
\begin{align*}
& \tilde{\Phi}_{k-1}(z)=\sum_{m=1}^{\infty} \tilde{c}_{m}(k-1) e^{2 \pi i m z}=\frac{(-1)^{k / 2+1} \pi}{2^{k-1}(k-1)!} c_{k, k-1}(z) \\
& -\frac{(-1)^{k / 2}(2 \pi)^{1-k}}{k-1} \Gamma\left(k-\frac{1}{2}\right) \Gamma\left(\frac{1}{2}\right) \zeta(2 k-2) E_{k}(z)  \tag{64}\\
& =\frac{(-1)^{k / 2+1} \pi^{k}}{2^{k-1}(k-1)!}\left[C_{k, k-1}(z)-\zeta(3-2 k) \quad E_{k}(z)\right] \text {, }
\end{align*}
$$

where $C_{k, k-1}(z)$ is defined by (24) and

$$
E_{k}(z)=1+\frac{(-1)^{k / 2}(2 \pi)^{k}}{\Gamma(k) \zeta(k)} \sum_{m=1}^{\infty} \sigma_{k-1}(m) e^{2 \pi i m z}
$$

is the normalized Eisenstein series of weight $k$ (the formula $H(k-1,0)=$ $\zeta(3-2 k)$ implies that the constant term on the right-hand side of (64) is zero). Equations (60) and (64) and the fact that $E_{k}$ is orthogonal to all cusp forms imply that equation (28) holds even in the case $r=k-1$, when $C_{k, r}$ is not a cusp form.

Finally, we should say something about the case $k=2$. Up to now we have excluded this case because it presents the most awkward convergence questions and because there are no cusp forms of weight 2 on $\mathrm{SL}_{2}(\mathbb{Z})$ anyway. However, the case $k=2$ is also important, both for the generalization of Theorems 1 and 2 to congruence subgroups and for the applications to Hilbert modular forms given in \$6. For $k>2$ the interesting range of values for $s$ was $1<\operatorname{Re}(s)<k-1$, and the two extreme values $s=1$ and $s=k-1$ created extra terms (and extra difficulties) as given by formulas (21) and (27). For $k=2$, the only interesting value is $s=1$, and one has all of the convergence difficulties which occured previously for $s=1$ and for $s=k-1$, and some new difficulties due to the fact that the series expression (35) for the kernel function $\omega_{m}\left(z, z^{\prime}\right)$ is no longer absolutely convergent, so that at first sight the whole method of proof appears to break down. To get around this, one must define

$$
\omega_{\mathrm{m}} \text { as } \lim _{\varepsilon \rightarrow 0} \omega_{\mathrm{m}, \varepsilon} \text {, where }
$$

$$
\omega_{m, \varepsilon}\left(z, z^{\prime}\right)=\sum_{a d-b c=m}\left(c z z^{\prime}+d z^{\prime}+a z+b\right)^{-k}\left|c z z^{\prime}+d z^{\prime}+a z+b\right|^{-\varepsilon}
$$

("Hecke's trick"). As in Appendix 2 of [24], one can show that $\omega_{m}$ is a cusp form of weight 2 with the properties given by Proposition 1 (of course for $\mathrm{SL}_{2}(\mathbb{Z})$ this simply means $\omega_{m}=0$ ). Then one carries out the whole calculation of 55 2-4 with $\omega_{m, \varepsilon}$ instead of $\omega_{m}$, taking in Theorem 1 a value of $s$ with $1<\operatorname{Re}(s)<1+\varepsilon$, and at the end lets $\varepsilon$ tend to 0 . I omit the calculation, which is awful. The result is as simple as one could hope: for $k=2$ and $s=1$ the $m^{\text {th }}$ Fourier coefficient $\tilde{c}_{m}(1)$ of the cusp form $\tilde{\Phi}_{1}$ defined by (34) is given by the sum of the expression previously obtained for $k>2, s=1$ (i,e. for the trace formula) and of the extra contribution previously obtained for $k>2, s=k-1$ (second term of (27)), i.e.

$$
\vec{c}_{m}(1)=\frac{\pi^{2}}{2}\left\{\sum_{t^{2} \leqslant 4 m} H\left(4 m-t^{2}\right)+\sum_{\substack{d d^{\prime}=m \\ d, d^{\prime}>0}} \min \left(d, d^{\prime}\right)-2 \sigma_{1}(m)\right\} .
$$

Since $\widetilde{\Phi}_{1}(z)$ is a cusp form of weight 2 on $\mathrm{SL}_{2}(\mathbb{Z})$ all coefficients must be zero and we obtain the class number relation

$$
\sum_{t^{2} \leqslant 4 m} H\left(4 m-t^{2}\right)=\sum_{\substack{d d^{\prime} m m \\ d>0}} \max \left(d, d^{\prime}\right)
$$

due to Hurwitz [9]. If, however $\Gamma^{\prime} \subset \Gamma$ is a congruence subgroup for which there are cusp forms of weight 2 , then we obtain an expression for the trace of the Hecke operator $T(m)$ on $S_{2}\left(\Gamma^{\prime}\right)$.
§5. The series $\sum_{\mathrm{n}^{\mathrm{k}-1-\mathrm{s}} \mathrm{G}_{\mathrm{n}^{2}}(z) \text { and the convolution of L-series }}$ associated to modular forms

Let $s$ be a complex number with $\operatorname{Re}(s)>1$ and $\tilde{\Phi}_{s}$ the unique cusp form in $S_{k}$ satisfying (34) for all normalized Hecke eigenforms $f \in S_{k}$. Our
 was the identity (3) expressing $D_{f}(s)$ in terms of the Rankin zeta-function $\sum_{n=1}^{\infty} a(n)^{2} n^{-s}$ (where $f=\sum a(n) q^{n}$ ). But $D_{f}(s)$ also satisfies the identity

$$
\mathrm{D}_{\mathrm{f}}(\mathrm{~s})=\zeta(2 s-2 k+2) \sum_{n=1}^{\infty} a\left(n^{2}\right) n^{-s}
$$

as is well-known and easily verified using the multiplicative properties of the $a(n)$. Thus the equation defining $\tilde{\Phi}_{s}$ is equivalent to

$$
\begin{equation*}
\left(\tilde{\Phi}_{s}, f\right)=C_{k} \frac{\Gamma(s+k-1)}{(4 \pi)^{s+k-1}} \zeta(2 s) \sum_{n=1}^{\infty} a\left(n^{2}\right) n^{-s-k+1} \tag{65}
\end{equation*}
$$

and since this equation is linear in the coefficients $a(n)$, it must hold for all cusp forms $f=\sum a(n) q^{n} \in S_{k}$, not just for eigenforms. Equation (65) determines $\tilde{\Phi}_{s}$ uniquely, and by comparing it with equation (41) we obtain the identity

$$
\begin{equation*}
\tilde{\Phi}_{s}(z)=C_{k} \frac{\Gamma(s+k-1)}{(4 \pi)^{s} \Gamma(k-1)} \zeta(2 s) \sum_{n=1}^{\infty} n^{k-1-s} G_{n}(z) \tag{66}
\end{equation*}
$$

expressing $\widetilde{\Phi}_{s}$ as an infinite linear combination of Poincaré series.

It is now natural to ask whether one can obtain a proof of Theorem 1 (which states that $\tilde{\Phi}_{s}=\Phi_{s}$ for $\operatorname{Re}(s)<k-1$, where $\Phi_{s}$ is defined by (9) and (10)) by combining (66) with known facts about Poincare series. Two methods suggest themselves:

1. One can substitute into (66) the formula for the $m^{\text {th }}$ Fourier coefficient $g_{r m}$ of $G_{r}(z)$, namely
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$$
g_{r m}=\delta_{r m}+2 \pi(-1)^{k / 2}(m / r)^{\frac{k-1}{2}} \sum_{c=1}^{\infty} H_{c}(r, m) J_{k-1}\left(\frac{4 \pi}{c} \sqrt{r m}\right)
$$

(where $\delta_{r m}$ is the Kronecker delta, $J_{k-1}$ a Bessel function, and

$$
H_{c}(r, m)=\frac{1}{c} \sum_{\substack{a, d(\bmod c) \\ \operatorname{ad} \leq 1(\bmod c)}} e^{2 \pi i(r a+m d) / c}
$$

a Kloosterman sum), and try to show directly that the sum equals $c_{m}(s)$. I do not know whether this can be done, but it is amusing to note that the term $\delta_{r m}$ in the formula for $g_{r m}$ produces in (66) exactly the extra contribution to $c_{m}(s)$ occurring in (9) when $m$ is a square.
2. One can substitute into (66) the defining equation (40) of the Poincare series and interchange the order of summation to obtain

$$
\begin{equation*}
\widetilde{\Phi}_{s}(z)=c_{k} \frac{\Gamma(s+k-1)}{(4 \pi)^{s} \Gamma(k-1)} \zeta(2 s) \sum_{\gamma \in \Gamma_{\infty} \Gamma} j_{k}(\gamma, z) \sum_{n=1}^{\infty} n^{k-1-s} e^{2 \pi i n^{2} \gamma z} \tag{67}
\end{equation*}
$$

(this is certainly legitimate for $\operatorname{Re}(s)>2$, since the double series is absolutely convergent in that region). Again, I have not been able to deduce from this that $\tilde{\Phi}_{s}=\Phi_{s}$ in general. But if $k-1-s$ is a non-negative even integer, then the series $\sum n^{k-1-s} e^{2 \pi i n^{2} z}$ occurring in (67) is (up to a factor) a derivative of the theta-series

$$
\theta(z)=\sum_{n=1}^{\infty} e^{2 \pi i n^{2} z}
$$

and therefore transforms nicely under the action of the modular group, and in this case it is possible to deduce from (67) the expression for $c_{m}$ (s) as a finite sum of values of zeta-functions, thus obtaining a different (and conceptually simpler) proof of Theorem 2 and of the identities for special values of $D_{f}(s)$ discussed in $\$ 1$. To present the idea as clearly as possible, we begin with the special case $s=k-1$.

For $r=k-1$, the modular form (24) figuring in Theorem 2 is given by
(68)

$$
c_{k, k-1}(z)=\sum_{m=0}^{\infty}\left(\sum_{\substack{t \in 2}}^{\sum_{i} \leqslant 4 m} 1\left(k-1, t^{2}-4 m\right)\right) e^{2 \pi i m z}=\left(\theta \mathcal{K}_{k-1}\right) \mid U_{4}
$$

where $\mathcal{X}_{r}(x \geqslant 1)$ is defined by

$$
\mathcal{H}_{r}(z)=\sum_{N=0}^{\infty} H(r, N) q^{N} \quad\left(q=e^{2 \pi i z}\right)
$$

and $U_{4}$ is the operator which sends $\sum a(n) q^{n}$ to $\sum a(4 n) q^{n}$. In [3], Cohen proved that $H_{r}$ is a modular form of weight $r+\frac{1}{2}$, namely
(69) $\mathcal{H}_{r}(z)=\zeta(1-2 r)\left[E_{r+\frac{1}{z}}^{(4)}(z)+(1-i)(4 z)^{-r-\frac{1}{2}} E_{r+\frac{1}{2}}^{(4)}\left(\frac{-1}{4 z}\right)\right]$, where

$$
\mathrm{E}_{\mathrm{r}+\frac{\mathrm{l}}{2}}^{(4)}(z)=\sum_{\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in \Gamma_{\infty} \backslash \Gamma_{0}(4)} \frac{\left(\frac{c}{\mathrm{~d}}\right)\left(\frac{-4}{d}\right)^{-1 / 2}}{(\mathrm{cz+d})^{r+1 / 2}}
$$

is the Eisenstein series of weight $r+\frac{1}{2}$ on $\Gamma_{0}(4)$ (for conventions concerning modular forms of half-integral weight, see [20]). It follows that $\mathcal{H}_{k-1}(z) \theta(z)$ is a modular form of weight $k$ on $\Gamma_{o}(4)$ having the property that its $m^{\text {th }}$ Fourier coefficient is 0 for all $m \equiv 2(\bmod 4)$, and since one easily shows (directly or using results in [13]), that $U_{4}$ maps all forms on $\Gamma_{0}(4)$ with this property to forms on the full modular group, one obtains $C_{k, k-1} \in M_{k}\left(S_{2}(\mathbb{Z})\right)$. We want to show how (67) implies that the cusp form $c_{k, k-1}-\zeta(3-2 k) E_{k}$ is a multiple of $\widetilde{\Phi}_{k-1}$.

Equation (67) for $s=k-1$ can be written

$$
\begin{aligned}
\widetilde{\Phi}_{k-1}(z) & =c_{k} \frac{\Gamma(2 k-2)}{(4 \pi)^{k-1} \Gamma(k-1)} \zeta(2 k-2) \sum_{\gamma \in \Gamma_{\infty} \Gamma} j_{k}(\gamma, z)\left(\frac{1}{2} \theta(\gamma z)-\frac{1}{2}\right) \\
& =\frac{(-1)^{k / 2} \pi^{k}}{2^{k-1} \Gamma(k)} \zeta(3-2 k)\left[E_{k}(z)-\sum_{\gamma \in \Gamma_{\infty} \backslash \Gamma} j_{k}(\gamma, z) \theta(\gamma, z)\right] \\
& =\frac{(-1)^{k / 2} \pi^{k}}{2^{k-1} \Gamma(k)} \zeta(3-2 k)\left[E_{k}(z)-\operatorname{Tr}_{1}^{4}\left(\sum_{\gamma \in \Gamma_{\infty} / \Gamma_{0}(4)} j_{k}(\gamma, z) \theta(\gamma z)\right)\right]
\end{aligned}
$$

where $\operatorname{Tr}_{1}^{4}: M_{k}\left(\Gamma_{0}(4)\right) \rightarrow M_{k}\left(\mathrm{SL}_{2}(\mathbb{Z})\right)$ is the map defined by
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$$
\operatorname{Tr}_{1}^{4}(f)=\left.\sum_{Y \in \Gamma_{0}(4) \backslash \Gamma} f\right|_{k} Y=\left.\sum_{n(\bmod 4)} f\right|_{k}\left(\begin{array}{ll}
1 & 0 \\
n & 1
\end{array}\right)+\left.\sum_{n(\bmod 2)} E\right|_{k}\left(\begin{array}{ll}
0 & -1 \\
1 & 2 n
\end{array}\right)
$$

(cf. [13]). Also, for $\gamma=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in \Gamma_{0}(4)$,

$$
\theta(\gamma z)=\left(\frac{c}{d}\right)\left(\frac{-4}{d}\right)^{-1 / 2}(c z+d)^{1 / 2} \theta(z),
$$

so

$$
\sum_{\gamma \in \Gamma_{\infty} \backslash \Gamma_{0}(4)} j_{k}(\gamma, z) \ominus(\gamma z)=0(z) E_{k-\frac{1}{2}}^{(4)}(z) .
$$

Therefore

$$
\operatorname{Tr}_{1}^{4}\left(\theta E_{k-\frac{1}{2}}^{(4)}\right)=E_{k}+(-1)^{\frac{k}{2}+1} \frac{2^{k-1} \Gamma(k)}{\pi^{k} \zeta(3-2 k)} \quad \tilde{\Phi}_{k-1} .
$$

Equation (64) can now be obtained from this by using equations (68) and (69) and the explicit description of the way the series $\theta$ and $E_{k-1 / 2}^{(4)}$ transform under the operation of $\left(\begin{array}{cc}0 & -1 \\ 4 & 0\end{array}\right)$ and of the matrices involved in the definitions of $\mathrm{Tr}_{1}^{4}$ and $U_{4}$. We omit the details.

We observe that the argument used here for $\sum_{\mathrm{G}_{2}}(z)$ would apply to any series $\sum b(n) G_{n}(z)$, where the $b(n)$ are the Fourier coefficients of a modular form (here $\Theta(z)$ ). Since this principle is not very well known (although it was already used by Rankin in 1952), we give a general formulation of it, applicable also to forms of non-integral weight.

Let $\Gamma^{\prime} \subset \Gamma$ be a congruence subgroup and $k>0$ a real number. We consider multiplier systems $v: \Gamma^{\prime} \rightarrow\{t \in \mathbb{C}| | t \mid=1\}$ such that the automorphy factor

$$
J(\gamma, z)=v(\gamma)^{-1}(c z+d)^{-k} \quad\left(\gamma=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in \Gamma^{\prime}, \quad z \in H\right)
$$

satisfies the cocycle condition

$$
J\left(\gamma_{1} \gamma_{2}, z\right)=J\left(\gamma_{1}, \gamma_{2} z\right) J\left(\gamma_{2}, z\right) \quad\left(\gamma_{1}, \gamma_{2} \in \Gamma^{\prime}, z \in H\right)
$$

and such that $v(\gamma)=1$ for $\gamma \in \Gamma_{\infty}^{\prime}=\Gamma^{\prime} \cap \Gamma_{\infty}$ (then $J(\gamma, z)$ depends only on the coset of $\gamma$ in $\Gamma_{\infty}^{\prime} \backslash \Gamma^{\prime}$, i.e. on the second row of $\gamma$ ). We write $M_{k}\left(\Gamma^{\prime}, v\right)$
( $S_{k}\left(\Gamma^{\prime}, v\right)$ ) for the spaces of modular forms (cusp forms) on $\Gamma^{\prime}$ which transform by

$$
f(z)=J(\gamma, z) f(Y z) \quad\left(\gamma \in \Gamma^{\prime}, z \in H\right)
$$

(If $k \in \mathbb{Z}$, then $v$ is a character on $\Gamma^{\prime}$ and this agrees with the usual notation; if $k \in \mathbb{Z}+\frac{1}{2}$, then our notation conflicts with that of [21] but has the advantage that the product of forms in $M_{k_{1}}\left(\Gamma^{\prime}, v_{1}\right)$ and $M_{k_{2}}\left(\Gamma^{\prime}, v_{2}\right)$ lies in $\left.M_{k_{1}+k_{2}}\left(\Gamma^{\prime}, v_{1} v_{2}\right).\right)$ If $k>2$, we have the Eisenstein series

$$
E_{k}^{\prime}(z)=\sum_{\gamma \in \Gamma_{\infty}^{\prime} \backslash \Gamma^{\prime}} J(Y, z) \in M_{k}\left(\Gamma^{\prime}, v\right)
$$

and for each natural number $n$ the Poincare series

$$
G_{n}^{\prime}(z)=\sum_{\gamma \in \Gamma_{\infty}^{\prime} \backslash \Gamma^{\prime}} J(Y, z) e^{2 \pi i n \gamma z / W} \in S_{k}\left(\Gamma^{\prime}, v\right)
$$

where $w=\left[\Gamma_{\infty}: \Gamma_{\infty}^{\prime}\right]$ is the width of $\Gamma^{\prime}$; the same proof as for (41) shows that

$$
\begin{equation*}
\left(f, G_{n}^{\prime}\right)=\int_{\Gamma^{\prime} \backslash H} f(z) \overline{G_{n}^{\prime}(z)} y^{k} d V=\frac{\Gamma(k-1) w^{k}}{(4 \pi n)^{k-1}} a(n) \tag{70}
\end{equation*}
$$

for any form $f=\sum_{n=0}^{\infty} a(n) e^{2 \pi i n z / w}$ in $M_{k}\left(\Gamma^{\prime}, v\right)$. With these notations we have:
Proposition 5: Let $J_{i}(Y, z)=v_{i}(Y)^{-1}(c z+d)^{-k_{i}} \quad(i=1,2)$ be two automorphy

$S_{k_{1}+k_{2}}\left(\Gamma^{\prime}, v_{1} v_{2}\right)$ and $M_{k_{1}}\left(\Gamma^{\prime}, v_{1}\right), ~ r e s p e c t i v e l y, ~ a n d ~ E_{k_{2}}^{\prime}(z)$ the Eisenstein series in $M_{k_{2}}\left(F^{\prime}, v_{2}\right)$ as defined above. Then the Peterson product of $g(z) E_{k_{2}}^{\prime}(z)$ and $f(z)$ is given by

$$
\begin{equation*}
\left(f, g E_{k_{2}}^{\prime}\right)=\frac{\Gamma\left(k_{1}+k_{2}-1\right)}{(4 \pi)^{k_{1}+k_{2}-1}} w^{k_{1}+k_{2}} \sum_{n=1}^{\infty} \frac{a(n) b(n)}{n_{1}+k_{2}-1} . \tag{71}
\end{equation*}
$$

Proof:
Set $k=k_{1}+k_{2}, v=v_{1} v_{2}, J(\gamma, z)=v(\gamma)(c z+d)^{-k}=J_{1}(\gamma, z) J_{2}(\gamma, z)$.
If $\quad k_{2}>k_{1}+2$, then

$$
\begin{aligned}
g(z) E_{k_{2}}^{\prime}(z) & =\sum_{\gamma \in \Gamma_{\infty}^{\prime} \Gamma^{\prime}} J_{2}(\gamma, z) g(z) \\
& =\sum_{\gamma \in \Gamma_{\infty}^{\prime} \Gamma^{\prime}} J_{2}(\gamma, z) J_{1}(\gamma, z) g(\gamma z) \\
& =\sum_{\gamma \in \Gamma_{\infty}^{\prime} \backslash \Gamma^{\prime}} \sum_{n=0}^{\infty} b(n) J(\gamma, z) e^{2 \pi i n \gamma z / w} \\
& =b(0) E_{k}^{\prime}(z)+\sum_{n=1}^{\infty} b(n) G_{n}^{\prime}(z),
\end{aligned}
$$

because the double series is absolutely convergent; if $k_{2}=k_{1}+2$, we obtain the same equation by multiplying $J_{2}(Y, z)$ by $y^{\varepsilon}|c z+d|^{-2 \varepsilon}$ and letting $\varepsilon \rightarrow 0$ (Hecke's trick). Equation (70) now implies the statement of the proposition. (The series in (71) converges for $k_{2}>2$ because $a(n)=0\left(n^{k_{2} / 2}\right.$ ) and $b(n)=$ $0\left(\mathrm{n}^{\mathrm{k}_{1}^{-1}}\right)$. )

The method we have just described was used by Rankin (for forms on the full modular group) in [18]; his identity (33) is obtained by taking $k_{1}=q$, $k_{2}=k-q, g(z)=E_{q}(z)=1-\frac{2 q}{B_{q}} \sum_{n=1}^{\infty} \sigma_{q-1}(n) e^{2 \pi i n z}$ and $f=$ $\sum a(a) e^{2 \pi i n z} \in s_{k}$ an eigenforiii and using the identity

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{\sigma_{r}(n) a(n)}{n^{s}}=\frac{L_{f}(s) L_{f}(s-r)}{\zeta(2 s-r-k+1)} \tag{72}
\end{equation*}
$$

$$
\left(\operatorname{Re}(s)>r+\frac{k+1}{2}\right)
$$

We remark that equation (71) is in fact true under weaker restrictions than those given. For example, Rankin's identity (33) is still valid for $q=\frac{k}{2}$ (the reader can check this for $k=12, f=\Delta$, using (32)). It is also worth remarking that the identity (33), together with the non-vanishing of $L_{f}(s)$ in the region of absolute convergence and the fact that the Hecke algebra acts on $M_{k}$ with multiplicity 1 , imply that for $q \geqslant \frac{k}{2}+1$ the modular form $E_{q}(z) E_{k-q}(z)$ generates $M_{k}$ as a module over the Hecke algebra, I do not know any elementary proof of this fact; a direct proof in the case $q=\frac{k}{2}$ would imply the non-vanishing of $L_{f}(k / 2)$.

We now prove a generalization of Prop. 5 which can be used to give another proof of Theorem 2 (i.e. of the proportionality of $\tilde{\Phi}_{r}$ and $c_{k, r}$ ) and hence of the identities for $D_{f}(r+k-1)$, where $r$ is an odd number satisfying
$1<r<k-1$. To prove that $C_{k, r}$ is a modular form when $r<k-1$, Cohen defined bilinear operators $F_{v}=F_{v}, k_{2} \quad\left(v \in \mathbb{N}, k_{1}, k_{2} \in \mathbb{R}\right)$ on smooth functions by the formula

$$
\begin{equation*}
F_{v}\left(f_{1}, f_{2}\right)(z)=\sum_{\mu=0}^{\nu}(-1)^{\nu-\mu}(\stackrel{\nu}{\mu}) \frac{\Gamma\left(k_{1}+v\right) \Gamma\left(k_{2}+v\right)}{\Gamma\left(k_{1}+\mu\right) \Gamma\left(k_{2}+\nu-\mu\right)} \frac{\partial^{\mu} f_{1}}{\partial z^{\mu}} \frac{\partial^{\nu-\mu} f_{2}}{\partial z^{v-\mu}} \tag{73}
\end{equation*}
$$

and showed ([3], Theorem 7.1) that

$$
\begin{equation*}
F_{v}\left(\left.f_{1}\right|_{k_{1}} \gamma,\left.f_{2}\right|_{k_{2}} \gamma\right)=\left.F_{v}\left(f_{1}, f_{2}\right)\right|_{k_{1}+k_{2}+2 v} \gamma \tag{74}
\end{equation*}
$$

for all $\gamma \in \mathrm{GL}_{2}^{+}(\mathbb{R})$. From this it follows that if $f_{1}$ and $f_{2}$ are modular forms on some group $\Gamma^{\prime}$, with weights $k_{1}$ and $k_{2}$ and multiplier systems $v_{1}$ and $v_{2}$, respectively, then $F_{V}\left(f_{1}, f_{2}\right)$ is a modular form on $\Gamma$ of weight $k_{1}+k_{2}+2 v$ and with multiplier system $v_{1} v_{2}$ and is a cusp form if $v>0$. (Of course $F_{0}\left(f_{1}, f_{2}\right)=f_{1} f_{2}$.) The fact that $C_{k, r}(r<k-1)$ is a cusp form of weight $k$ on $S L_{2}(\mathbb{Z})$ then follows by the same argument as in the case $r=k-1$ from the identity

$$
\begin{equation*}
\left.c_{k, r}=(2 \pi i)^{-v} \frac{\Gamma(v+r)}{\Gamma(r) \Gamma(k-r)} \quad F_{v}\left(\theta, x_{r}\right) \right\rvert\, U_{4} \quad\left(v=\frac{k-r-1}{2}\right) \tag{75}
\end{equation*}
$$

We now give a formula for $F_{V}\left(f_{1}, f_{2}\right)$ when either $F_{1}$ or $F_{2}$ is an Eisenstein series; this proposition in conjunction with (69) and (75) can be used to give another proof of the identity

$$
\tilde{\Phi}_{r}(z)=-\frac{1}{4} C_{k} \frac{\Gamma(k-r)}{\Gamma(k-1)} \pi^{r} \quad c_{k, r}(z) \quad(r=3,5, \ldots, k-3)
$$

which is equivalent to Theorem 2 .

Proposition 6: Let $k_{1}, k_{2} J_{1}, J_{2}, g$ and $E_{k_{2}}$ be as in Proposition 5, $\nu$ a non-negative integer, and $f(z)=\sum_{n=1}^{\infty} a(n) e^{k_{2} i n z / w}$ a cusp form in $S_{k}\left(\Gamma^{\prime}, v\right)$, where $k=k_{1}+k_{2}+2 v$ and $v=v_{1} v_{2}$. Define $F_{v}\left(g, E_{k_{2}}^{\prime}\right)$ as in (73). Then

$$
\left(f, F_{v}\left(g, E_{k_{2}}^{\prime}\right)\right)=(2 \pi i)^{v} \frac{\Gamma(k-1) \Gamma\left(k_{2}+\gamma\right)}{(4 \pi)^{k-1} \Gamma\left(k_{2}\right)} w^{k-v} \sum_{n=1}^{\infty} \frac{a(n) \overline{b(n)}}{k_{1}+k_{2}+v-1}
$$

Proof: Let $g^{(\mu)}(z)=\frac{\partial^{\mu} g(z)}{\partial z^{\mu}}$. Then for $\gamma=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in \Gamma^{\prime}$
(76) $g^{(\nu)}(\gamma z)=v_{1}(\gamma) \sum_{\mu=0}^{\nu}\left(\frac{\nu}{\mu}\right) \frac{\Gamma\left(k_{1}+\nu\right)}{\Gamma\left(k_{1}+\mu\right)} c^{\nu-\mu}(c z+d)^{k_{1}+\nu+\mu} g^{(\mu)}(z)$.

This can be proved by induction on $v$ (the case $v=0$ is just the transformation law of $g$ ), using the identities

$$
g^{(v+1)}(\gamma z)=(c z+d)^{2} \frac{d}{d z} g^{(v)}(\gamma z)
$$

and

$$
\left({ }_{\mu}^{\nu}\right) \frac{\Gamma\left(k_{1}+\nu\right)}{\Gamma\left(k_{1}+\mu\right)}\left(k_{1}+\nu+\mu\right)+\binom{\nu}{\mu-1} \frac{\Gamma\left(k_{1}+\nu\right)}{\Gamma\left(k_{1}+\mu-1\right)}=\binom{\nu+1}{\mu} \frac{\Gamma\left(k_{1}+\nu+1\right.}{\Gamma\left(k_{1}+\mu\right)} ;
$$

we leave the verification to the reader. Let $G_{n}^{\prime}(z)$ be the Poincare series in $S_{k}\left(\Gamma^{\prime}, v\right)$. Using the Fourier expansion

$$
g^{(\nu)}(z)=\left(\frac{2 \pi i}{w}\right)^{\nu} \sum_{n=0}^{\infty} n^{\nu} b(n) e^{2 \pi i n z / w}
$$

and (76) we obtain

$$
\begin{aligned}
& \left(\frac{2 \pi i}{w}\right)^{\nu} \sum_{n=0}^{\infty} n^{\nu} v_{b}(n) G_{n}^{\prime}(z)=\sum_{\gamma \in \Gamma_{\infty}^{1} \backslash \Gamma^{\prime}} v(\gamma)^{-1}(c z+d)^{-k} g^{(\nu)}(\gamma z) \\
& =\sum_{\mu=0}^{\nu}(\nu) \frac{\Gamma\left(k_{1}+\nu\right)}{\Gamma\left(k_{1}+\mu\right)} g^{(\mu)}(z) \sum_{\gamma \in \Gamma_{\infty}^{\prime} \backslash \Gamma^{\prime}} v_{2}(\gamma)^{-1} c^{\nu-\mu}(c z+d)^{-k_{2}-\nu+\mu} \\
& =\sum_{\mu=0}^{v}(\nu) \frac{\Gamma\left(k_{1}+v\right)}{\Gamma\left(k_{1}+\mu\right)} g^{(\mu)}(z) \cdot(-1)^{\nu-\mu} \frac{\Gamma\left(k_{2}\right)}{\Gamma\left(k_{2}+v-\mu\right)} E_{k_{2}}^{\prime}(v-\mu)(z) \\
& =\frac{\Gamma\left(k_{2}\right)}{\Gamma\left(k_{2}+v\right)} F_{V}\left(g, E_{k_{2}}^{\prime}\right) \text {, }
\end{aligned}
$$

and this together with (70) implies the statement of the Proposition.

Applying Proposition 6 to the case $\Gamma^{\prime}=\Gamma, g$ an Eisenstein series, and $f$ a Hecke eigenform, we obtain (using (72)) the following generalization of Rankin's identity (33):

Corollary: Let $k_{1}, k_{2} \geqslant 4$ be even integers with $k_{1} \neq k_{2}$ and $E_{k_{1}}, E_{k_{2}}$
the normalized Eisenstein series of weight $k_{1}, k_{2}$ Let $v$ be a non-negative integer and $f(z)=\sum a(n) e^{2 \pi i n z}$ a normalized eigenform in $S_{k}, k=$ $k_{1}+k_{2}+2 v$. Then

$$
\begin{align*}
(2 \pi i)^{-\nu}\left(f, F_{v}\left(E_{k_{1}}, E_{k_{2}}\right)\right)= & (-1)^{k_{2} / 2} \frac{2 k_{1}}{B_{k_{1}}} \frac{2 k_{2}}{B_{k_{2}}} \frac{\Gamma(k-1)}{2^{k-1} \Gamma(k-v-1)}  \tag{77}\\
& \times L_{f}^{*}(k-v-1) L_{f}^{*}\left(k_{2}+v\right),
\end{align*}
$$

where $B_{k_{1}}, B_{k_{2}}$ are Bernoulli numbers and $L_{F}^{*}(s)$ is defined by equations (30) and (31).

Remarks: 1. If $k_{2}>k_{1} \geqslant 4$, we prove (77) by applying Proposition 6 directly; if $k_{1}>k_{2}$, we interchange the roles of $k_{1}$ and $k_{2}$, using the functional equation (31). As in the case $v=0$, we observe that (77) remains valid also when $k_{1}=k_{2}$.
2. Since $(2 \pi i)^{-V} F_{V}\left(E_{k_{1}}, E_{k_{2}}\right)$ has rational coefficients, the left-hand side of (77) is equal to the product of (f,f) with an algebraic number lying in the field generated by the Fourier coefficients of $f$. For any $k \geqslant 16$ there are sufficiently many triples $\left(k_{1}, k_{2}, v\right)$ satisfying the conditions of the Corollary to deduce that $L_{f}^{*}(a) L_{f}^{*}(b)$ is an algebraic multiple of (f,f) whenever $a$ and $b$ are integers of opposite parity satisfying $\frac{k}{2}<a, b<k$ (or simply $0<a, b<k$ if we use (77) for $k_{1}=k_{2}$ ). For example, if $k=16$ and $f=\Delta_{16}$ is the unique normalized eigenform in $S_{16}$, we find

$$
\begin{aligned}
\frac{L_{f}^{*}(13)}{L_{f}^{*}(11)} & =\frac{L_{f}^{*}(13) L_{f}^{*}(10)}{2^{14}(f, f)} \times \frac{2^{14}(f, f)}{L_{f}^{*}(10) L_{f}^{*}(15)} \times \frac{L_{f}^{*}(15) L_{f}^{*}(12)}{2^{14}(f, f)} \\
& \times \frac{2^{14}(f, f)}{L_{f}^{*}(12) L_{f}^{*}(9)} \times \frac{L_{f}^{*}(9) L_{f}^{*}(14)}{2^{14}(f, f)} \times \frac{2^{14}(f, f)}{L_{f}^{*}(14) L_{f}^{L_{f}^{*}}(11)} \\
& =\frac{1}{2.3 .5 .13} \times \frac{3617}{2.3 .7} \times \frac{3.5 .7}{3617} \times \frac{2^{3} \cdot 3^{2} .13}{1} \times \frac{1}{5.7^{2}} \times \frac{5.7 .11}{3} \\
& =\frac{22}{7} .
\end{aligned}
$$

$2 a-46$

Thus we obtain a different proof of the result of Eichler-Shimura-Manin on periods of cusp forms mentioned in $\$ 1$.
3. For the six values of $k$ with $\operatorname{dim} S_{k}=1$, equation (77) takes the form

$$
L_{f}^{*}\left(k_{2}\right) L_{f}^{*}(k-1)=(-1)^{\frac{k_{2}}{2}-1} 2^{k-2}\left(\frac{B_{k_{1}}}{k_{1}}+\frac{B_{k_{2}}}{k_{2}}-\frac{k^{B}}{B_{k}} \frac{B_{k_{1}}}{k_{1}} \frac{B_{k_{2}}}{k_{2}}\right)(f, f)
$$

if $\quad v=0$ (Rankin [18], Theorem 5) and

$$
\begin{aligned}
L_{f}^{*}\left(k_{2}+v\right) L_{f}^{*}(k-v-1)= & (-1)^{\frac{k_{2}}{2}-1} 2^{k-2} \frac{\Gamma(k-v-1)}{\Gamma(k-1)} \\
& ,\left((-1)^{\nu} \frac{\Gamma\left(k_{1}+\nu\right)}{\Gamma\left(k_{1}+1\right)} B_{k_{1}}+\frac{\Gamma\left(k_{2}+\nu\right)}{\Gamma\left(k_{2}+1\right)} B_{k_{2}}\right)(f, f)
\end{aligned}
$$

if $v>0$.
4. Proposition 6 is similar to a recent result of Shimura ([22], Theorem 2). Also, the method sketched in this section for proving Theorem 2 is related to the method used by J.Sturm (cf. note at the end of the introduction).

## § 6 The Doi-Naganuma lifting and curves on Hilbert modular surfaces

In 1969 Doi and Naganuma [4] constructed a "lifting" from modular forms on $\mathrm{SL}_{2}(\mathbb{Z})$ to Hilbert modular forms on $\mathrm{SL}_{2}(\theta)$, where $\sigma$ is the ring of integers of a real quadratic field $K=\mathbb{Q}(\sqrt{D})$. Four years later, Naganuma [14] defined a similar lifting from $S_{k}\left(\Gamma_{0}(D),\left(\frac{D}{\square}\right)\right)$ to $S_{k}\left(S_{2}(\sigma)\right)$; together, these maps give the subspace of $S_{k}\left(S L_{2}(\theta)\right)$ generated by eigenforms which are invariant under the action of $G a l(K / Q)$. In [24] the author constructed a "kernel function" for the Naganuma mapping, i.e. a function $\Omega\left(z, z^{\prime} ; T\right)$ of three variables which is a modular form of Nebentypus ( $\frac{\mathrm{D}}{9}$ ) with respect to $\tau$ and a Hilbert modular form with respect to ( $z, z^{\prime}$ ) and whose Petersson product with any modular form $f(\tau)$ of Nebentypus is the Naganuma lift $\hat{f}\left(z, z^{\prime}\right)$ of $f$. The $m^{t h}$ Fourier coefficient of $\Omega\left(z, z^{\prime} ; \tau\right)$ (with respect to $\tau$ ) is a Hilbert modular form $\omega_{m, D}\left(z, z^{\prime}\right)$ defined by a series similar to that defining the function $\omega_{m}=$ $\omega_{\mathrm{m}, 1}$ of $\S 2$. By replacing $\omega_{\mathrm{m}}$ by $\omega_{\mathrm{m}, \mathrm{D}}$ in the calculations of $\S \S 2-3$ of this paper, we will obtain a theorem generalizing Theorem 1 and, as corollaries,
i) new proofs that certain functions constructed in [3] and in [8], given by Fourier expansions whose coefficients involve finite sums of values of L-series at integer arguments, are modular forms;
ii) characterization of these forms in terms of their Petersson product with Hecke eigenforms;
iii) proof that $(\hat{\mathrm{f}}, \hat{\mathrm{f}}) /(\mathrm{f}, \mathrm{f})^{2}$ is an algebraic number for any eigenform $f \in S_{k}\left(\Gamma_{o}(D),\left(\frac{D}{\square}\right)\right) ;$
iv) proof of a conjecture made in [8] expressing the adjoint map of the Naganuma 1ifting (w.r.t. the Petersson product) in terms of intersection numbers of curves on the Hilbert modular surface $H^{2} / \mathrm{SL}_{2}(\sigma)$.

Some of the results have been obtained independently by $T$. Asai and $T$. Oda in the period since the Bonn conference. In particular, both iii) and iv; overiap with work of Oda.

We recall the result of [24]. We suppose throughout that the discriminant

D of $K$ is $\equiv 1(\bmod 4)$ and denote by $k$ some positive even integer. The forms $\omega_{m, D}$ are defined (if $k>2$ ) by

$$
\begin{equation*}
\omega_{m, D}\left(z, z^{\prime}\right)=\sum_{\substack{a, b \in \mathbb{Z} \\ \lambda \in \mathcal{G}^{-1}}}\left(a z z^{\prime}+\lambda z+\lambda^{\prime} z^{\prime}+b\right)^{-k}\left(z, z^{\prime} \in H, m=1,2, \ldots\right), \tag{78}
\end{equation*}
$$

where $\lambda^{\prime}$ denotes the conjugate of $\lambda$ and $\mathcal{V}=(\sqrt{D})$ is the different of $K$; one checks without difficulty that $\omega_{m, D}$ is a cusp form of weight $k$ for the Hilbert modular group $\mathrm{SL}_{2}(\theta)$. The main result of $[24]$ is that the function

$$
\begin{equation*}
\Omega\left(z, z^{\prime} ; \tau\right)=\sum_{m=1}^{\infty} m^{k-1} \omega_{m, D}\left(z, z^{\prime}\right) e^{2 \pi i m \tau} \quad\left(z, z^{\prime}, \tau \in H\right) \tag{79}
\end{equation*}
$$

is a cusp form on $\Gamma_{0}(D)$ of weight $k$ and Nebentypus ( $\frac{D}{( }$ ) with respect to the variable $\tau$ whose Petersson product with any other cusp form $f \in S_{k}\left(T_{o}(D) ;\left(\frac{D}{=}\right)\right.$ ) is given by
 where $C_{k}$ is given by (12) and $c(O)$ ( $O L$ an integral ideal) is an explicitly given finite linear combination of the Fourier coefficients of $f$ at the various cusps of $\Gamma_{o}(D)$. It is also shown that, if $D$ is prime and $f$ a normalized Hecke eigenform, then $\sum c((\nu) \vartheta) e^{2 \pi i\left(v z+v^{\prime} z\right)}$ equals the Naganuma ift $\hat{f}$ of $f$ i.e. the coefficients $c(0)$ are multiplicative and satisfy

$$
c(\varnothing)= \begin{cases}a(p) & \text { if } \varnothing \wp^{\prime}=(p),\left(\frac{D}{p}\right)=1,  \tag{81}\\ a(p)^{2}+2 p^{k-1} & \text { if } \varnothing=(p),\left(\frac{D}{p}\right)=-1, \\ a(p)+\overline{a(p)} & \text { if } \varnothing^{2}=(p),\left(\frac{D}{p}\right)=0,\end{cases}
$$

$$
\begin{equation*}
\sum_{\pi} c(\pi) N(\pi)^{-s}=\left(\sum_{n=1}^{\infty} a(n) n^{-s}\right)\left(\sum_{n=1}^{\infty} \bar{a}_{a(n) n^{-s}}^{\infty}\right) \tag{82}
\end{equation*}
$$

Asai [1] has shown that equations (81) and (82) still hold (for $f$ an eigenform) when $D$ is not prime.

Finally, for our generalization of Theorem 1 we must define the analogue of (2)
for forms of Nebentypus. Let $f=\sum a(n) q^{n} \in S_{k}\left(\Gamma_{0}(D),\left(\frac{D}{D}\right)\right)$ and set

$$
\begin{equation*}
D_{f}(s)=\prod_{p}\left(1-\alpha_{p}^{2} p^{-s}\right)^{-1}\left(1-\left(\frac{D}{p}\right) \alpha_{p} \bar{\alpha}_{p} p^{-s}\right)^{-1}\left(1-\bar{\alpha}_{p}^{2} p^{-s}\right)^{-1}, \tag{83}
\end{equation*}
$$

where $\alpha_{p}, \bar{\alpha}_{p}$ are defined by
(84) $\quad \alpha_{p}+\left(\frac{D}{p}\right) \bar{\alpha}_{p}=a(p), \quad \alpha_{p} \bar{\alpha}_{p}=p^{k-1}$
or equivalently by
(85)

$$
\sum_{n=1}^{\infty} a(n) n^{-s}=\prod_{p} \frac{1}{\left(1-\alpha_{p} p^{-s}\right)\left(1-\left(\frac{p}{p}\right) \alpha_{p} p^{-s}\right)}
$$

Then, with the same notations as in Theorem 1, we have:

Theorem 4: Let $\mathrm{D} \equiv 1(\bmod 4), \mathrm{D}>1$, be a square-free integer and $\mathrm{k}>2$ an even integer. For $m=1,2, \ldots$ and $s \in \mathbb{C}, 2-k<\operatorname{Re}(s)<k-1$ set
(86)

$$
\begin{aligned}
c_{m, D}(s)= & m^{k-1} D^{\frac{1}{2}-s} \sum_{\substack{t \in \mathbb{Z} \\
t^{2} \equiv 4 m(\bmod D)}}\left[I_{k}\left(t^{2}-4 m, t ; s\right)+I_{k}\left(t^{2}-4 m,-t ; s\right)\right] L\left(s, \frac{t^{2}-4 m}{D}\right) \\
& + \begin{cases}(-1)^{k / 2} \frac{\Gamma(s+k-1) \zeta(2 s)}{2^{2 s+k-3} \pi^{s-1} \Gamma(k)} u^{k-s-1} & \text { if } m=u^{2}, u>0, \\
0 & \text { if } m \neq s q u a r e .\end{cases}
\end{aligned}
$$

Then the function

$$
\Phi_{s, D}(z)=\sum_{m=1}^{\infty} c_{m, D}(s) e^{2 \pi i m z}
$$

is a cusp form on $\Gamma_{0}(D)$ of weight $k$ and Nebentypus ( $\frac{\mathrm{D}}{\mathrm{C}}$ ) and satisfies

$$
\left(\Phi_{s, D}, f\right)=C_{k} \frac{\Gamma(s+k-1)}{(4 \pi)^{s+k-1}} \quad D_{f}(s+k-1)
$$

for any normalized Hecke eigenform $f \in S_{k}\left(\Gamma_{0}(D),\left(\frac{D}{( }\right)\right)$.

Proof: We would like to imitate the proof of Theorem 1 in § $2-3$ with $\omega_{m, D}$ instead of $\omega_{m^{\prime}}$. We cannot use $\omega_{m, D}(z,-\bar{z})$ for this purpose, because $\left(z, z^{\prime}\right) \rightarrow$ ( $z,-\overline{z^{j}}$ ) is not compatible with the action of the Hilbert modular group. We can get around this by using $\omega_{m, D}\left(\varepsilon_{z}, \varepsilon^{\prime} \tilde{z}\right)$ if $K$ has a unit $\varepsilon$ with $\varepsilon>0>\varepsilon^{\prime}$ and in general by using the function $\omega_{-m, D}(z, \bar{z})$, where $\omega_{-m, D}$ is obtained by replacing $m$ by $-m$ in (78) and is defined for $\left(z, z^{\prime}\right) \in H \times H_{-}$( $H_{-}=$lower half-plane). Writing $c$ instead of $b$ in (78) and setting $\lambda=\frac{1}{2}\left(b+\frac{t}{\sqrt{D}}\right)$, we obtain

$$
\begin{aligned}
\omega_{-m, D}(z, \bar{z})= & \sum_{\substack{a, c \in \mathbb{Z} \\
\lambda \in v-1}}\left(a|z|^{2}+\lambda z+\lambda^{\prime} \bar{z}+c\right)^{-k} \\
= & \sum_{a, b, c, t \in \mathbb{Z}} 1 \quad\left(a|z|^{2}+b x+c\right. \\
& \frac{1}{4}\left(b^{2}-t^{2} / D\right)-a c=-m / D
\end{aligned}
$$

or, with the notation (48),

$$
y^{k} u_{-m, D}(z, \bar{z})=\sum_{\substack{t \in \mathbb{Z} \\ t^{2}=4 m(\bmod D)}}^{\sum_{|\phi|=\frac{t^{2}-4 m}{D}} R_{\phi}(z, t) .}
$$

Theorem 3(3) now implies
(87) $c_{m, D}(s)=\zeta(s)^{-1} D^{-\frac{s+k-1}{2}} m^{k-1} \int_{\Gamma \backslash H} \omega_{-m, D}(z, \bar{z}) E(z, s) y^{k} d V$.

Hence
(88) $\Phi_{s, D}(\tau)=\zeta(s)^{-1} \mathrm{D}^{-\frac{s+k-1}{2}} \int_{\Gamma \mathrm{H}_{\mathrm{H}}} \Omega_{-}(z, \bar{z} ; \tau) E(z, s) y^{k} \mathrm{dV}$,
where

$$
\Omega_{-}\left(z, z^{\prime} ; \tau\right)=\sum_{m=1}^{\infty} m^{k-1} \omega_{-m, p}\left(z, z^{\prime}\right) e^{2 \pi i m \tau} \quad\left(z, \tau \in H, \quad z^{\prime} \in H_{m}\right) .
$$

The function $\Omega_{\mathbf{Z}}$ has properties like those of $\Omega$, namely it is a cusp form of Nebentypus with respect to $\tau$ and satisfies an equation like (80) but with the sumation running over all $v \in v^{-1}$ such that $v>0>v^{\prime}$. (This follows
directly from the results of [24] if $K$ has a unit $\varepsilon$ with $\varepsilon>0>\varepsilon^{\prime}$, since then $\Omega_{-}\left(z, z^{\prime} ; \tau\right)$ equals $\Omega\left(\varepsilon z, \varepsilon^{\prime} z^{\prime} ; \tau\right)$, and can be proved without this assumption by making the obvious modifications in the proofs given in [24].) Therefore (88) implies that $\Phi_{S, D} \in S_{k}\left(\Gamma_{o}(D),\left(\frac{D}{D}\right)\right)$ and that

$$
\left(\Phi_{s, D}, f\right)=c_{k} \zeta(s)^{-1} D^{-\frac{s+k-1}{2}} \int_{\Gamma \backslash H} h_{f}(z) E(z, s) d V
$$

for any $f \in S_{k}\left(\Gamma_{o}(D),\left(\frac{\mathrm{D}}{\mathrm{f}}\right)\right)$, where

$$
h_{f}(z)=y^{k} \sum_{\substack{v \in \mathcal{V}^{\prime}-1 \\ v>0>v^{*}}} \overline{c\left((v) V^{\prime}\right)} e^{2 \pi i\left(v z+v^{\prime} \bar{z}\right)} \quad(z \in H) .
$$

The function $h_{f}(z)$ is $\mathrm{SL}_{2}(\mathbb{Z})$-invariant because $\Omega_{-}\left(z, z^{\prime} ; \tau\right)$ is a cusp form of weight $k$ with respect to the action of $S L_{2}(0)$ on $\left(z, z^{\prime}\right) \in H \times H_{-}$. Therefore we can apply the general principle (44) to obtain

$$
\int_{\Gamma \backslash H} h_{f}(z) E(z, s) d V=\zeta(2 s) \int_{0}^{\infty} \int_{0}^{1} \sum_{\nu} \overline{c\left((v) v^{\prime}\right)} e^{2 \pi i\left(\nu+v^{\prime}\right) x-2 \pi\left(\nu-v^{\prime}\right) y_{y} k+s-2} d x d y
$$

The only terms that contribute to this integral are those with $v+v^{\prime}=0$, i.e. $\quad v=\frac{\mathfrak{n}}{\sqrt{D}}$ with $n \in \mathbb{N}$, and we obtain the identity

$$
\begin{equation*}
\left(\Phi_{s, D}, f\right)=c_{k} \frac{\Gamma(s+k-1)}{(4 \pi)^{s+k-1}}\left(\frac{\zeta(2 s)}{\zeta(s)} \sum_{n=1}^{\infty} \frac{\overline{c((n))}}{n^{s+k-1}}\right) \tag{89}
\end{equation*}
$$

valid for all $f \in S_{k}\left(\Gamma_{o}(D),\left(\frac{D}{9}\right)\right)$. If $f$ is an eigenform, then $\overline{c((n))}=c((n))$ and the series $\sum \mathrm{C}((\mathrm{n})) \mathrm{n}^{-\mathrm{s}}$ has an Euler product whose terms can be computed using (81); a short computation then shows that the expression in brackets in (89) equals $D_{f}(s+k-1)$.

We can now deduce several corollaries exactly as in the case $D=1$. First of all, the functions $D_{f}(s)$ is entire (proved by Shimura, [21], Theorem 1) and satisfies a functional equation (proved by Asai [1], Theorem 3). Next, by taking $s=r \in\{3,5, \ldots, k-3\}$ and using (22) and (26), we find that

$$
\Phi_{r, D}(z)=-\frac{\pi^{r}}{4} c_{k} \frac{\Gamma(k-r)}{\Gamma(k-1)} \quad c_{k, r, D}(z),
$$

where

$$
c_{k, r, D}(z)=\sum_{m=0}^{\infty}\left(\sum_{\substack{t^{2} \in \mathbb{Z} \\ t^{2} \equiv 4 m(\bmod D)}} p_{k, r}(t, m) H\left(r, \frac{4 m-t^{2}}{D}\right)\right) e^{2 \pi i m z} .
$$

For $r=k-1$ we get an extra contribution which can be computed as in $\S 4$, the only difference being that the multiplicative function $\rho(a)$ occurring in equation (63) must be replaced by the multiplicative function

$$
\begin{aligned}
\rho_{\mathrm{D}}(a) & =\left\{b, t(\bmod 2 a) \left\lvert\, b^{2} \equiv \frac{t^{2}-4 m}{D} \quad(\bmod 4 a)\right.\right\} \\
& =\#\left\{\lambda \in \theta / 2 \theta \mid \lambda \lambda^{\prime} \equiv m \quad(\bmod a)\right\},
\end{aligned}
$$

which is calculated in [24] (Lemma 3, p. 27). We obtain an equation similar to (27) but with $\sigma_{k-1}(m)$ replaced by the $m^{\text {th }}$ Fourier coefficient of the Eisenstein series $E_{2}^{+}(z)$ in the space $M_{k}^{+}\left(\Gamma_{0}(D),\left(\frac{D}{9}\right)\right)$ consisting of those modular forms in $M_{k}\left(T_{o}(D),\left(\frac{D}{r}\right)\right.$ whose $m^{t h}$ Fourier coefficient vanishes whenever $\mathfrak{m}$ is not a quadratic residue of $D\left(M_{k}^{+}\left(\Gamma_{0}(D),\left(\frac{D}{P}\right)\right)\right.$ is the subspace of $M_{k}\left(\Gamma_{o}(D),\left(\frac{D}{7}\right)\right)$ fixed under all Atkin-Lehner involutions). Therefore Theorem 4 implies the result of Cohen ([3], Theorem 6.2) that the functions $C_{k, r, D}$ are modular forms (cusp forms if $r<k-1$ ) and at the same time gives a formula for the Petersson product of these functions with Hecke eigenforms. In particular, since $D_{f}(r+k-1) \neq 0$ for $r>1$, we deduce from the "multiplicity 1 " theorem that each $C_{k, r, D}$ generates the whole of $M_{k^{\prime}}\left(\Gamma_{o}(D),\left(\frac{D}{F}\right)\right.$ ) (resp. of $S_{k}\left(\Gamma_{o}(D),\left(\frac{D}{Y}\right)\right)$ if $r<k-1)$ under the action of the Hecke algebra.

For $r=1$, we again find an extra contribution (given by (21)) coming from the terms in (86) for which $\frac{t^{2}-4 m}{D}$ is a perfect square. In contrast to the case $D=1$, there are in general infinitely many such terms, in $1: 1$ correspondence with the integers of norm $m$ in $K$, and we find

$$
\begin{equation*}
\Phi_{1, D}(z)=-\frac{\pi}{4} C_{k} \cdot C_{k, 1, D}(z) \tag{90}
\end{equation*}
$$

with
(91) $\left.c_{k, 1, D^{(z)}=}^{\sum_{m=0}^{\infty}\left(\sum_{\substack{t \in \mathbb{Z} \\ t^{2} \leqslant 4 m}} p_{k, 1}(t, m) H\left(\frac{4 m-t^{2}}{D}\right)\right.}+\frac{1}{\sqrt{D}} \sum_{\substack{\lambda \in \theta \\ t^{2} \equiv 4>0 \\ \lambda \lambda^{\prime}=m}} \min \left(\lambda, \lambda^{\prime}\right)^{k-1}\right) e^{2 \pi i m z .}$

Finally, if $k=2$ then we find (as in the case $D=1$ ), that $\Phi_{1, D}$ equals $-\frac{\pi}{4} C_{2,1, D}$ plus a multiple of the Eisenstein series $E_{2}^{+}(z)$. Thus $C_{2,1, D} \in$ $M_{2}^{+}\left(\Gamma_{o}(D),\left(\frac{D}{\square}\right)\right)$ and $C_{k, 1, D} \in S_{k}^{+}\left(\Gamma_{0}(D),\left(\frac{D}{2}\right)\right)$ for $k>2$. This result is considerably harder to prove directly than the modularity of $C_{k, r, D}$ for $r>1$, because the function $\mathscr{H}_{r}(z)=\sum H(r, N) q^{N}$ used by Cohen is no longer a modular form of half-integral weight when $r=1$. The fact that $C_{2,1, D} \in$ $M_{2}^{+}\left(\Gamma_{0}(D),\left(\frac{D}{0}\right)\right)$ was proved in [8], Chapter 2.

Equation (90) together with Theorem 4 characterize the function $C_{k, 1, D}$ by the formula

$$
\begin{equation*}
\left(C_{k, l, D}, f\right)=-\frac{4}{\pi} \frac{\Gamma(k)}{(4 \pi)^{k}} D_{f}(k) \quad\left(f \in S_{k}\left(\Gamma_{o}(D),\left(\frac{D}{2}\right)\right) \quad \text { an eigenform }\right) . \tag{92}
\end{equation*}
$$

To interpret this, we need some other product representations of $D_{f}(s)$. Let $a(n)$ and $c(O)$ be the Fourier coefficients of $f$ and of the Naganuma lift $\hat{f}$, respectively, $\alpha_{p}, \bar{\alpha}_{p}$ the numbers defined by(85), and $A_{8}(8 \subset 0$ a prime ideal) the numbers defined by

$$
\begin{equation*}
A^{A} P=\alpha_{p}^{f} \quad \text { if } N(\varnothing)=p^{f} \tag{93}
\end{equation*}
$$

Then (81), (82) are equivalent to the Euler product expansion

$$
\begin{equation*}
\sum_{\sigma} c(\pi) N(\pi)^{-s}=\prod_{\varnothing}\left(1-A \varnothing^{N}(\varnothing)^{-s}\right)^{-1}\left(1-\bar{A} \varnothing N(\varnothing)^{-s}\right)^{-1} \tag{94}
\end{equation*}
$$

for the Mellin transform of $\hat{\mathfrak{f}}$, and by applying the identity (3) (or rather its analogues for forms of Nebentypus and for Hilbert modular forms) to $f$ and $\hat{f}$ we obtain

$$
\begin{equation*}
\sum_{\pi} c(0 L)^{2} N(0 \tau)^{-s}=\frac{\zeta_{K}(s-k+1)}{\zeta_{K}(2 s-2 k+2)} D_{\hat{f}}(s), \tag{95}
\end{equation*}
$$

and
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(96) $\sum_{n=1}^{\infty}|a(n)|^{2}-s=\frac{\zeta(s-k+1)}{\zeta(2 s-2 k+2)} \prod_{p \mid D}\left(1+p^{k-1-s}\right)^{-1} D_{f}^{\prime}(s)$
where

$$
D_{\hat{⿺}}(s)=\prod_{\rho}\left(1-A_{\gamma}^{2} N(\rho)^{-s}\right)^{-1}\left(1-A_{\rho} \bar{A}_{\rho} N(\rho)^{-s}\right)^{-1}\left(1-\bar{A}_{\rho}^{2} N(\rho)^{-s}\right)^{-1}
$$

and

$$
D_{f}^{\prime}(s)=\prod_{p}\left(1-\left(\frac{D}{p}\right) a_{p}^{2} p^{-s}\right)^{-1}\left(1-p^{k-1-s}\right)^{-1}\left(1-\left(\frac{D}{p}\right) \bar{\alpha}_{p}^{2} p^{-s}\right)^{-1}
$$

(= the "twist" of $D_{f}$ by ( $\left.\frac{\mathrm{D}}{( }\right)$ ), On the other hand, using (93) we deduce after some trivial manipulations

$$
\begin{equation*}
D_{\hat{f}}(s)=D_{f}(s) D_{f}^{\prime}(s) . \tag{97}
\end{equation*}
$$

Thus $D_{f}(s)$ is, up to a simple factor, the ratio of the Rankin zeta functions associated to $\hat{f}$ and to $f$. The above formulas (and more general ones corresponding to Hilbert eigenforms which are not liftings) have also been observed by Asai [2].

Using the analogue of formula (5) for $f$ and $\hat{f}$ (i.e. comparing the residues on the two sides of equations (95) and (96) at $s=k$ by Rankin's method) we obtain

$$
\begin{aligned}
& D_{f}^{\prime}(k)=\frac{2^{2 k-1} \pi^{k+1}}{\Gamma(k)} D^{-1}(f, f), \\
& D_{\hat{f}}(k)=\frac{2^{4 k-1} \pi^{2 k+2}}{\Gamma(k)^{2}} D^{-k-1}(\hat{f}, \hat{f}),
\end{aligned}
$$

and hence, by (97),

$$
D_{f}(k)=\frac{2^{2 k} \pi^{k+1}}{\Gamma(k)} D^{-k} \frac{(\hat{f}, \hat{f})}{(f, \hat{f})}
$$

Substituting this into (92), we obtain

Theorem 5: Let $D \equiv 1(\bmod 4)$ be a square-free integer $>1$ and $k$ an integer
$\geqslant 2$. Then the function $C_{k, 1, D}{ }^{(z)}$ defined by (91) is a modular form in $M_{k}\left(\Gamma_{o}(D),\left(\frac{D}{O}\right)\right)($ a cusp form if $k>2)$. If $f \in S_{k}\left(F_{o}(D),\left(\frac{D}{f}\right)\right.$ is a Hecke
eigenform and $\hat{\mathrm{f}} \in \mathrm{S}_{\mathrm{k}}\left(\mathrm{SL}_{2}(\theta)\right)$ its lift under the Naganuma mapping, then

$$
\begin{equation*}
\left(c_{k, 1, D}, f\right)=-\frac{4}{D^{k}} \frac{(\hat{f}, \hat{f})}{(f, f)} \tag{98}
\end{equation*}
$$

Since $C_{k, 1, D}$ has rational Fourier coefficients we deduce
Corollary 1: Let $D, f, \hat{f}$ be as in the Theorem. Then $(\hat{f}, \hat{f}) /(f, f)^{2}$ is an algebraic number belonging to the field generated by the Fourier coefficients of $f$.

Doi informs me that this result has also been obtained recently by $T$. Oda.
Secondly, since $(\hat{f}, \hat{f})$ and ( $f, f$ ) are non-zero, we deduce from the "multipıicity 1 " principle:

Corollary 2: The modular form $C_{k, 1, p}$ together with its images under all Hecke operators span the space $S_{k}\left(\Gamma_{0}(D),\left(\frac{D}{O}\right)\right.$ ) (respectively the space $M_{2}\left(\Gamma_{0}(D),\left(\frac{D}{f}\right)\right)$ if $\left.k=2\right)$.

This corollary was conjectured in the case $D$ prime, $k=2$ by Hirzebruch and the author ([8], Conjecture $l^{\prime}, p .108$ ) in connection with the intersection behaviour of modular curves on Hilbert modular surfaces. We devote the rest of this section to a discussion of the relation between the above results and the results of $[8]$.

We suppose from now on that $D$ is a prime. For each $m \geqslant 1$ define a curve $\mathrm{T}_{\mathrm{m}} \mathrm{CH} \times \mathrm{H}$ by

$$
\mathrm{T}_{\mathrm{m}}=\left\{\left(z, z^{\prime}\right) \mid \exists a, b, \in \mathbb{Z}, \lambda \in \mathcal{V}^{-1} \text { with } a b-\lambda \lambda^{\prime}=\frac{\mathrm{m}}{\mathrm{D}}\right\}
$$

i.e. $T_{m}$ is the union of the divisors of all of the expressions figuring in the definition of $\omega_{-m, D}$. The curve $T_{m}$ is invariant under $\mathrm{SL}_{2}(\theta)$, its image on $X=S L_{2}(\theta) \backslash H \times H$ being an affine algebraic curve (also denoted by $T_{m}$ ) each of whose components is isomorphic to the quotient of $h$ by some arithmetic group. It was shown in $[8]$ that

$$
\begin{aligned}
& T_{m} \circ T_{1}=\sum_{\substack{t \in \mathbb{Z} \\
t^{2} \leqslant 4 \operatorname{mm}}} H\left(\frac{4 m-t^{2}}{D}\right) \\
& t^{2} \equiv 4 \mathrm{~m}(\bmod D)
\end{aligned}
$$

if $m$ is not a norm in $K$. In general, we must compactify $X$ to a smooth surface $\tilde{X}$ (by adding finitely many "cusps" and resolving all singularities on the resulting surface). Then the closure of $T_{m}$ represents a homology class in $H_{2}(\tilde{X})$ which we decompose as the sum of a class $\mathrm{T}_{\mathrm{m}}^{\mathrm{C}}$ in $\mathrm{Im}\left(\mathrm{H}_{2}(\mathrm{X}) \rightarrow \mathrm{H}_{2}(\tilde{X})\right.$ ) and of a linear combination of the classes represented by the curves of the singularity resolutions, and one has

$$
T_{1}^{c} \circ T_{m}^{c}=\sum_{\substack{t \in \mathbb{Z} \\ t^{2} \leqslant 4 m \\ t^{2} \equiv 4 m\left(\frac{m m}{D}\right)}} \quad+\frac{1}{\sqrt{D}} \sum_{\substack{\lambda \in t^{2} \\ \lambda>0 \\ \lambda \lambda^{\prime}=m}} \min \left(\lambda, \lambda^{\prime}\right) .
$$

Therefore we can write

$$
C_{2,1, D}(z)=-\frac{1}{12}+\sum_{m=1}^{\infty}\left(T_{1}^{c} \circ T_{m}^{c}\right) e^{2 \pi i m z} .
$$

The formula for $T_{n}^{C} \circ T_{m}^{C} \quad(n, m \in \mathbb{N}$ arbitrary) was also given in $[8]$ and can be compactly sumarized by

$$
\begin{equation*}
\sum_{m=0}^{\infty}\left(T_{n}^{c} \circ T_{m}^{c}\right) e^{2 \pi i m z}=\left(C_{2,1, D} \mid T^{+}(n)\right)(z) \tag{99}
\end{equation*}
$$

where $T_{0}^{c}$ is defined as a certain multiple of the volume form on $\vec{X}$ and $T^{+}(n)$ is the composition of the $n^{\text {th }}$ Hecke operator on $M_{2}\left(\Gamma_{0}(D),\left(\frac{D}{D}\right)\right.$ ) with the canonical projection $M_{2}\left(\Gamma_{0}(D),\left(\frac{D}{F}\right)\right) \rightarrow M_{2}^{+}\left(\Gamma_{o}(D),\left(\frac{D}{\square}\right)\right)$. By using these intersection number formulas in combination with a direct analytical proof (by means of nonholomorphic modular forms of weight $3 / 2$ ) of the fact that $C_{2,1, D} \in M_{2}\left(\Gamma_{0}(D),\left(\frac{D}{V}\right)\right)$, the following theorem was proved in [8]:

Theorem ( $[8]$, Chapter 3): For each homology class $K \in H_{2}(\widetilde{X} ; \mathbb{C})$ the series

$$
\Phi_{K}(z)=\sum_{m=0}^{\infty}\left(K \cdot T_{m}^{c}\right) e^{2 \pi i m z} \quad(z \in H)
$$

is a modular form in $M_{2}^{+}\left(\Gamma_{o}(D),\left(\frac{D}{4}\right)\right)$. The map $\Phi: K \rightarrow \Phi_{K}$ is injective on the
subspace of $H_{2}(\tilde{X} ; \mathbb{C})$ generated by the classes $T_{n}^{c}$.

On the other hand, the map $\Phi$ is zero on the orthogonal complement of a certain subspace $U$ of $H_{2}(\tilde{X} ; \mathbb{C})$ (defined in [7], p. 91) containing all the classes $T_{n}^{c}$, with
$\operatorname{dim} U=\left[\frac{D+19}{24}\right]=\operatorname{dim} M_{2}^{+}\left(\Gamma_{0}(D),\left(\frac{D}{\because}\right)\right)$.

On the basis of this and of numerical calculations for $D<200$ it was conjectured ( $[8]$, Conjecture 1 , p. 108) that the subspace of $H_{2}(\widetilde{\mathrm{X}} ; \mathbb{C})$ spanned by the classes $T_{n}^{c}$ coincides with $U$ and that the map $\Phi: U \rightarrow M_{2}^{+}\left(\Gamma_{o}(D),\left(\frac{D}{\square}\right)\right)$ is an isomorphism. But $\Phi\left(T_{n}^{c}\right)=C_{2,1, D} \mid T^{+}(n)$ by equation (99), so Corollary 2 implies that the restriction of $\Phi$ to the space generated by the $T_{n}^{c}$ is surjective, thus proving the conjecture. We state this result as

Corollary 3: The subspace of $\mathrm{H}_{2}(\tilde{\mathrm{X}} ; \mathbb{C})$ generated by the homology classes $T_{n}^{c}$ has dimension $\left[\frac{D+19}{24}\right]$ and is mapped isomorphically onto $M_{2}^{+}\left(\Gamma_{0}(D),\left(\frac{D}{\square}\right)\right)$ by $\Phi$.

By associating to a Hilbert cusp form $\mathrm{F} \in \mathrm{S}_{2}\left(\mathrm{SL}_{2}(\theta)\right)$ the differential form

$$
\frac{\dot{i}}{2}\left[F\left(\varepsilon z, \varepsilon^{\prime} \overline{z^{\prime}}\right) \quad \mathrm{dz} \wedge \mathrm{~d} \overline{z^{\prime}}+F\left(\varepsilon z^{\prime}, \varepsilon^{\prime} \bar{z}\right) \quad \mathrm{d} z^{\prime} \wedge \mathrm{d} \bar{z}\right]
$$

( $\varepsilon=$ fundamental unit) and then applying the Poincare duality map to the cohomology class represented by this form, one obtains an injective map

$$
\mathrm{j}: \mathrm{S}_{2}\left(\mathrm{SL}_{2}(\theta)\right) \rightarrow \mathrm{H}_{2}(\tilde{\mathrm{X}} ; \mathbf{c})
$$

(see[7] or [8] for details). Under this map, the codimension 1 subspace $U^{O} \subset U$ consisting of classes $x$ with $x T_{0}^{C}=0$ corresponds to the subspace $S_{2}^{s y m} \subset S_{2}\left(S_{2}(\theta)\right)$ generated by Hecke eigenforms $F$ with $F\left(z, z^{\prime}\right)=F\left(z^{\prime}, z\right)$. Thus $\Phi$ can be identified with a map from $S_{2}^{s y m}$ to $S_{2}^{+}\left(\Gamma_{o}(D),\left(\frac{D}{O}\right)\right.$ ). On the other hand, one has the Naganuma lifting $\quad \imath: f \rightarrow \hat{f}$ going the other way. It was conjectured in $[8]$ (Conjecture 2, p . 109) that the two maps $\Phi \circ \mathrm{j}: \mathrm{S}_{2}^{\mathrm{sym}} \rightarrow$
$S_{2}^{+}\left(\Gamma_{0}(D),\left(\frac{D}{O}\right)\right)$ and $1: S_{2}^{+}\left(\Gamma_{0}(D),\left(\frac{D}{1}\right)\right) \rightarrow S_{2}^{\text {sym }}$ are, up to constant, adjoint maps with respect to the Petersson scalar product. From the definition of via intersection numbers with the classes $T_{m}^{c}$ and of $i$ via the Petersson product with $\Omega=\sum_{m, D} e^{2 \pi i m \tau}$ one sees that this is equivalent to the statement

$$
\begin{equation*}
j\left(m \omega_{m, D}\right)=(\text { const }) \cdot T_{m}^{c o} \quad(m=1,2, \ldots) \tag{100}
\end{equation*}
$$

where

$$
T_{m}^{c o}=T_{m}^{c}-\frac{\left(T_{m}^{c} T_{o}^{c}\right)}{\left(T_{o}^{c} T_{o}^{c}\right)} T_{o}^{c}
$$

is the component of $\mathrm{T}_{\mathrm{m}}^{\mathrm{C}}$ in $\mathrm{U}^{\circ}$ (equation (100) is conjecture $2^{\prime}$ of $[8]$, p. 110, except that there $T_{m}^{c}$ was inadvertently written instead of $T_{m}^{c o}$ ).

There are two partial results in the direction of (100) which can be deduced from Theorem 5. First of all, a formal calculation using (80) shows that for $k>2$ the Petersson product of $m^{k-1} \omega_{m, D}$ and $n^{k-1} \omega_{n, D}$ equals $-\frac{c_{k}^{2}}{2} D^{k}$ times the $m^{\text {th }}$ Fourier coefficient of $C_{k, 1, D} I^{+}(n)$, where $T^{+}(n)=S_{k}^{+}\left(\Gamma_{o}(D),\left(\frac{D}{T}\right)\right) \longrightarrow$ $S_{k}^{+}\left(\Gamma_{o}(D),\left(\frac{D}{V}\right)\right)$ is the modified Hecke operator introduced above, while for $k=2$ the same is true if we remove from $C_{2,1, D}$ a multiple of the Eisenstein series $E_{2}^{+}(z)$ to get a cusp form. Using (99) and the equation $j\left(\omega_{m, D}\right) \circ j\left(\omega_{n, D}\right)=$ $-2\left(\omega_{m, D}, \omega_{n, D}\right)([8], p .109$, equation (17)), we can state this result for $k=2$ as

$$
j\left(m \omega_{m, D}\right) \circ j\left(n \omega_{n, D}\right)=\pi^{2} D^{2} T_{m}^{c o} \circ T_{n}^{c o}
$$

which is compatible with (100) and gives the value of the constant occurring there as $\pm \pi \mathrm{D}$. Secondly, by letting $\mathrm{s} \rightarrow 1$ in (87) and using

$$
\lim _{s \rightarrow 1} E(z, s) / \zeta(s)=\frac{\pi}{2}
$$

we obtain the formula

$$
c_{m, D}(1)=\frac{\pi}{2} D^{-k / 2} m^{k-1} \int_{\Gamma \backslash H} \omega_{m, D}\left(\varepsilon z, \varepsilon^{\prime} \bar{z}\right) \quad y^{k} d V
$$

and for $k=2$ this can be interpreted (using (90) and (99) and the fact that $T_{1}$
is the curve $\Gamma \backslash H \subset \mathrm{SL}_{2}(\Theta) \backslash \mathrm{H}^{2}$, embedded by the diagonal map) as the statement

$$
\pi D T_{1} \cdot T_{m}^{c o}=T_{1} \circ j\left(m \omega_{m, D}\right)
$$

which is again compatible with (100) and now gives the value of the constant exactly as $\pi D$. It should be possible to prove this statement with $T_{1}$ replaced by $T_{n}$ using similar methods; by virtue of Corollary 3 , this would suffice to establish (100) in full generality.

We end this section by proving the analogue of (100) for forms of higher weight. The principle is very general and should be applicable to any cycles on automorphic varieties (i.e. quotients of bounded symmetric domains by arithmetic groups) and automorphic forms which have the same formal relation to one another as $T_{m}$ has to $\omega_{m, D^{*}}$. The proof we give would probably be carried over to the case of weight 2 (proving (100)), by using the definition of $\omega_{m, D}$ as

([24], Appendix 1) and carrying out the limit in the integrals.

Equation (100) (with the constant equal to $\pi D$ ) is equivalent to the formula

$$
\begin{equation*}
\left(m \omega_{m, D}, F\right)=-\frac{\pi D}{2} \cdot i \int_{T_{m}} F\left(\varepsilon z, \varepsilon^{\prime} \overline{z^{\prime}}\right) \quad d z \wedge d \overline{z^{\prime}} \quad\left(\forall F \in S_{2}\left(\mathrm{SL}_{2}(\theta)\right)\right) \tag{101}
\end{equation*}
$$ because the right-hand side is just $-\frac{1}{2} \pi D$ times the intersections number of $j(F)$ with $T_{m}$ (we can write $T_{m}$ instead of $T_{m}^{c}$ or $T_{m}^{c o}$ because $j(F)$ is orthogonal to the curves of the singularity resolutions and to the volume form $\mathrm{T}_{\mathrm{o}}^{\mathrm{c}}$ ). Let

$$
A=\left\{A \in M_{2}(\theta) \mid A^{*}=A^{\prime}\right\}
$$

where $A^{*}$ and $A^{\prime}$ are defined for $A=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in M_{2}(\theta)$ as $\left(\begin{array}{ll}d-b \\ -c & a\end{array}\right)$ and $\left(\begin{array}{l}a^{\prime} \\ c^{\prime}\end{array} b^{\prime} d^{\prime}\right)$, respectively. The group $G=S L_{2}(\theta) /\{ \pm 1\}$ acts on $A$ by $M$ o $A=M^{*} A M^{\prime}$. Each $A \in \mathscr{A}$ with $\operatorname{det} A>0$ defines a curve in $H \times H$, namely its graph $\{(z, A z)$ $z \in H\}$, and $T_{m}$ consists of the images in $S L_{2}(\theta) \backslash H^{2}$ of these graphs for all $A$
with $\operatorname{det} A=m$. The components of $\omega_{m}$ correspond to the $S L_{2}(\theta)$-equivalence classes of $A$ with $\operatorname{det} A=m$. Let $A_{i}=\left(\begin{array}{ll}a_{i} & b_{i} \\ c_{i} & d_{i}\end{array}\right) \quad(i=1, \ldots, r)$ denote representatives of these classes and $G_{i}(i=1, \ldots, r)$ the isotropy groups

$$
G_{i}=\left\{M \in G \mid M^{*} A_{i} M^{\prime}= \pm A_{i}\right\}
$$

Then

$$
T_{m}=\bigcup_{i=1}^{r} G_{i} \backslash H
$$

where the $i^{\text {th }}$ component is embedded by $z \rightarrow\left(z, A_{i} z\right)$, and $\omega_{m, D}$ is defined by

$$
\begin{aligned}
\omega_{m, D}\left(z, z^{\prime}\right) & =D^{k / 2} \sum_{i=1}^{r} \sum_{M \in G_{i}^{\prime} G} \phi_{M^{*} A_{i} M^{\prime}}\left(\varepsilon z, \varepsilon^{\prime} z^{\prime}\right)^{k / 2} \\
& =\sum_{i=1}^{r}{ }_{\omega_{m, D}^{\prime}(i)}^{\left(z, z^{\prime}\right)}
\end{aligned}
$$

where

$$
\begin{aligned}
\phi \\
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)
\end{aligned} \begin{aligned}
\left(z, z^{\prime}\right) & =\left(c z z^{\prime}-a z+d z^{\prime}-b\right)^{-2} \\
& =(c z+d)^{-2}\left(z^{\prime}-\frac{a z+b}{c z+d}\right)^{-2}
\end{aligned}
$$

(cf. [24], 11.4-5), and each function $\omega_{m, D}^{(i)}$ is in $S_{k}\left(S L_{2}(\theta)\right)$. For $k=2$, one has a similar splitting of $\omega_{m, D}$ as $\sum \omega_{m, D}^{(i)}$. Then equation (100) states that

$$
\sum_{i=1}^{r}\left(F, w_{m, D}^{(i)}\right)=-\pi D \sum_{i=1}^{r} \int_{G_{i} h H}\left(c_{i} \bar{z}+d_{i}\right)^{-2} F\left(\varepsilon z, \varepsilon^{\prime} \overline{A_{i} z}\right) d x d y
$$

for all $\mathrm{F} \in \mathrm{S}_{2}\left(\mathrm{SL}_{2}(\theta)\right)$. The analogue we prove for forms of higher weight is the following.

Theorem 6: Let $k>2, m \geqslant 1$ and $\omega_{m, D}$ the Hilbert modular form (78) Then

$$
\left(F, \omega_{m, D}\right)=\frac{1}{2} C_{k} D^{k / 2} \sum_{i=1}^{r} \int_{G_{i} \backslash H}\left(c_{i} \bar{z}^{2}+d_{i}\right)^{-k} F\left(\varepsilon^{z}, \varepsilon^{\prime} \overline{A_{i} z}\right) y^{k} d V
$$

for all $F \in S_{k}\left(S_{2}(0)\right)$, i.e. the Paterson product of $F$ with $m^{k-1} \omega_{m, D}$ is proportional to the integral of F over the curve $\mathrm{T}_{\mathrm{m}}$ in a suitable sense.

Proof: We have

$$
\left(F, \omega_{\mathrm{m}, \mathrm{D}}^{(i)}\right)=\iint_{G \backslash H^{2}} F\left(\varepsilon z, \varepsilon^{\prime} \bar{z}^{\bar{y}}\right) \omega_{\mathrm{m}, \mathrm{D}}^{(\mathrm{i})}\left(\varepsilon \bar{z}, \varepsilon^{\prime} z^{\prime}\right) \quad y^{k} y^{\prime k} d V^{\prime} d V
$$

$$
\begin{equation*}
=D^{k / 2} \int_{G_{i}} \int_{H^{2}} F\left(\varepsilon z, \varepsilon^{\prime} \bar{z}^{\prime}\right) \quad \phi_{A_{i}}\left(\bar{z}, z^{\prime}\right)^{k / 2} y^{k} y^{\prime k} d V^{\prime} d V \tag{102}
\end{equation*}
$$

Since $G_{i}$ acts properly discontinuously on $H$, we can take for $G_{i} \backslash H^{2}$ a fundamental domain of the form of $\times \mathrm{H}$, where of is a fundamental domain for the action of $G_{i}$ on $H$. Then the integral on the right-hand side of (102) equals

$$
\begin{equation*}
\int_{G_{i} \backslash H}\left(c_{i} \bar{z}+d_{i}\right)^{-k}\left(\int_{H} F\left(\varepsilon_{z}, \varepsilon^{\prime} \overline{z^{\prime}}\right)\left(z^{\prime}-\overline{A_{i} z}\right)^{-k} y^{\prime k} d V^{\prime}\right) y^{k} d V \tag{103}
\end{equation*}
$$

But one has the identity

$$
\int_{H} f(z)(\vec{z}-a)^{-k} y^{k} d V=\frac{1}{2} c_{k} f(a) \quad(a \in H)
$$

for any holomorphic function $f$ on $H$ with $\int_{H}|f(z)|^{2} y^{k} d V<\infty \quad$ (cf. [25], p. 46), so the inner integral in (103) equals

$$
\frac{1}{2} c_{k} F\left(\varepsilon z, \varepsilon^{\prime} \overline{A_{i} z}\right)
$$

This proves the theorem.

Remarks. 1. Theorem 6 is contained in recent work of T. Oda [15]. However, the explicit working out of his very general results for the case of the curve $\mathrm{T}_{\mathrm{m}}$ has, so far as I know, not yet been given in the literature.
2. In the theorem we describe a way of integrating cusp forms of weight $k$ over certain curves of $X$, whereas one would expect such an integral to make sense only for $k=2$. Presumably there is some appropriate homology theory $\mathscr{H}_{k}(\tilde{X})$ which has a natural pairing with $\mathrm{S}_{\mathrm{k}}\left(\mathrm{SL}_{2}(\theta)\right)$ and such that the curves in question yield classes in $\mathcal{H}_{k}$. The bilinear form on $\mathcal{H}_{k}$ corresponding to the Petersson product in $S_{k}\left(\mathrm{SL}_{2}(\theta)\right)$ should then have a geometrical interpretation, i.e. for two compact curves $C_{1}$ and $C_{2}$ which meet transversally the intersection number of
$c_{1}$ and $C_{2}$ in $H_{k}$ should be a sum of local contributions from the intersection points of $C_{1}$ and $C_{2}$. The intersection number of $T_{n}$ and $T_{m}$ in $\mathscr{H}_{k}$ (assuming that $n$ or $m$ is not $a$ norm and $(n, m)=1$ ) must be given by

$$
\sum_{t^{t^{2}}<4 n m(\bmod D)} \frac{\rho^{k-1}-\bar{\rho}}{\rho-\bar{\rho}} H\left(\frac{4 n m-t^{2}}{D}\right)
$$

(cf. (91)), where $\rho+\bar{\rho}=\frac{t}{\sqrt{n m}}, \rho \bar{\rho}=1$. Here $\sum H\left(\frac{4 n m-t^{2}}{D}\right)$ is the number of intersection points of $T_{n}$ and $T_{m}$, and from the description of the local geometry near such an intersection point given in Chapter $I$ of [ 8 ] we find that the number $\rho$ at a point $x \in T_{n} \cap T_{m}$ has a local description as the crossratio of the four tangent directions in the tangent space $T_{X} X$ given by $\partial_{z_{1}}, \partial_{z_{2}}$ and the directions of $T_{n}$ and $T_{m}$ at $x$. (This was suggested to me by Atiyah.)
3. For $k \geqslant 12$ the space $\mathrm{S}_{\mathrm{k}}^{\mathrm{sym}} \subset \mathrm{S}_{\mathrm{k}}\left(\mathrm{SL}_{2}(\theta)\right)$ is no longer the image of the Naganuma lifting $l$ but the direct sum of this image with the image of the Doi-Naganuma lifting

$$
{ }^{1} 0: S_{k}\left(\mathrm{SL}_{2}(\mathbb{Z})\right) \rightarrow S_{k}\left(\mathrm{SL}_{2}(\theta)\right)
$$

We can give a description of the adjoint map (w.r.t. the Petersson product) of ${ }^{2}$ o in terms of intersection numbers as follows: The curve $T_{m}$ is $\int_{d^{2} \mid m}^{\int} F_{m / d^{2}}$, where $F_{m}$ is defined in the same way as $T_{m}$ but with the condition that the triple ( $\mathrm{a}, \mathrm{b}, \lambda$ ) not be divisible by any natural number $>1$. In a recent thesis ("Kurven in Hilbertschen Modulflächen und Humbertsche Flächen im Siegel-Raum", Bonn 1977), H. -G. Franke proved that, for prime discriminants $D$, the curve $F_{m}$ is irreducible if $\mathrm{D}^{2}+\mathrm{m}$ and has exactly two components if $\mathrm{D}^{2} \mid \mathrm{m}$. Call these two components $\mathrm{F}_{\mathrm{m}}^{+}$and $\mathrm{F}_{\mathrm{m}}^{-}$; they are given by taking those triples $(\mathrm{a}, \mathrm{b}, \lambda)$ in the definition of $F_{m}$ for which $\left(\frac{a}{D}\right)+\left(\frac{b}{D}\right)$ is positive or negative, respectively (note that $\left.a b \equiv \lambda \lambda^{\prime}(\bmod D) \Rightarrow\left(\frac{a}{D}\right)+\left(\frac{b}{D}\right) \neq 0\right)$. Set

$$
\mathrm{T}_{\mathrm{m}}^{ \pm}=\bigcup_{\mathrm{f}^{2} / \mathrm{m}} \mathrm{~F}_{\mathrm{MD}}{ }^{ \pm} / \mathrm{P}^{2}
$$

(so that $T_{m}^{+}$and $\mathrm{T}_{\mathrm{m}}^{-}$are unions of components of $\mathrm{T}_{\mathrm{mD} 2}$, with $\mathrm{T}_{\mathrm{mD}}{ }^{2}=T_{\mathrm{m}}+$ $T_{m}^{+}+T_{m}^{-}$. We can break up $\omega_{\mathrm{mD}^{2}, \mathrm{D}}$ as $\omega_{\mathrm{m}, \mathrm{D}}+\omega_{\mathrm{m}, \mathrm{D}}^{+}+\omega_{\mathrm{m}, \mathrm{D}}^{-}$in a parallel way, and the proof of Theorem 6 again gives an interpretation of ( $F, \omega_{m, D}^{ \pm}$) as an integral of $F$ over $T_{m}^{ \pm}$. The relation to the Doi-Naganuma mapping is given by

Theorem 7: Let $k>2$. The function

$$
\Omega^{o}\left(z, z^{\prime} ; \tau\right)=\sum_{m=1}^{\infty} \mathrm{m}^{k-1}\left[\omega_{\mathrm{m}, \mathrm{D}}^{+}\left(z, z^{\prime}\right)-\omega_{\mathrm{m}, \mathrm{D}}^{-}\left(z, z^{\prime}\right)\right] \mathrm{e}^{2 \pi i m \tau} \quad\left(z, z^{\prime}, \tau \in H\right)
$$

is a cusp form of weight $k$ on $\mathrm{SL}_{2}{ }^{(\mathbb{Z})}$ with respect to $\tau$ and is, up to a factor, the kernel function of the Doi-Naganuma lifting $l_{0}: S_{k}\left(\mathrm{SL}_{2}(\mathbb{Z})\right) \rightarrow$ $\mathrm{S}_{\mathrm{k}}\left(\mathrm{SL}_{2}(\theta)\right)$.

I omit the proof, which is analogous to that in [24].
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