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0. Introduction

0.1. Let X be a connected smooth projective curve over C of genus

g > 1, G a semisimple group over C, g the Lie algebra of G. Denote by

BunG = BunG(X) the moduli stack of G-bundles on X. In [Hit87] Hitchin

defined a remarkable algebra zcl = zcl(X) of Poisson-commuting functions

on the cotangent stack of BunG(X).

0.2. In this note the following is shown:

(a) The Hitchin construction admits a natural quantization. Namely, we

define a commutative ring z = z(X) of twisted differential operators on

BunG such that the symbols of operators from z form exactly the ring

zcl of Hitchin’s Hamiltonians. Here “twisted” means that we consider

the differential operators acting on a square root of the canonical

bundle ωBunG
. The twist is essential: one knows that the only global

untwisted differential operators on BunG are multiplications by locally

constant functions.

(b) The spectrum of z identifies canonically with the moduli of Lg-opers,

which is a (Lagrangian) subspace of the moduli of irreducible
(
LG

)
ad

-

local systems on X. Here LG is the Langlands dual of G, Lg its Lie

algebra,
(
LG

)
ad

the adjoint group; for a brief comment on opers see

0.3.

(c) For an Lg-oper F denote by NF the quotient of the sheaf of twisted

differential operators modulo the left ideal generated by the maximal

ideal mF ⊂ z. This is a non-zero holonomic twisted D-module on BunG.

(d) One assigns to an LG-oper F a usual (non-twisted) D-module MF on

BunG. If G is simply connected MF is isomorphic to ω
−1/2
BunG

⊗NF (in the

simply connected case ω
1/2
BunG

is unique and on the other hand NF makes

sense because there is no difference between LG-opers and Lg-opers).

In general MF := λ−1
F

⊗NF̄ where F̄ is the Lg-oper corresponding to F

and λF is a certain invertible sheaf on BunG equipped with a structure
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of twisted D-module (see 5.1.1). The isomorphism class of λF depends

only on the connected component of F in the moduli of LG-opers.

(e) Main theorem: MF is a Hecke eigensheaf with eigenvalue F (see ???for

the precise statement). In other words MF corresponds to the local

system F in the Langlands sense.

0.3. The notion of oper (not the name) is fairly well known (e.g., the

corresponding local objects were studied in [DS85]). A G-oper on a smooth

curve Y is a G-local system (=G-bundle with connection) equipped with

some extra structure (see 3.1.3). If G = SLn (so we deal with local

systems of vector spaces),the oper structure is a complete flag of sub-bundles

that satisfies the Griffiths transversality condition and the appropriate non-

degeneracy condition at every point of Y . A PSL2-oper is the same as

a projective connection on Y , i.e., a Sturm-Liouville operator on Y (see

[Del70] ( )). By definition, a g-oper is an oper for the adjoint group Gad.

If Y is complete and its genus is positive then a local system may carry at

most one oper structure, so we may consider opers as special local systems.

0.4. The global constructions and statements from 0.2 have local counter-

parts which play a primary role. The local version of (a), (b) is a canonical

isomorphism between the spectrum of the center of the critically twisted

(completed) enveloping algebra of g((t)) and the moduli of Lg-opers on the

punctured disc Spec C((t)). This isomorphism was established by Feigin and

Frenkel [FF92] as a specialization of a remarkable symmetry between the W -

algebras for g and Lg. We do not know if this “doubly quantized” picture

can be globalized. The local version of 0.2(c), (d) essentially amounts to an-

other construction of the Feigin-Frenkel isomorphism based on the geometry

of Bruhat-Tits affine Grassmannian. Here the key role belongs to a vanish-

ing theorem for the cohomology of certain critically twisted D-modules (a

parallel result for “less than critical” twist was proved in [KT95]).
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0.5. This note contains only sketches of proofs of principal results. A

number of technical results is stated without the proofs. A detailed

exposition will be given in subsequent publications.

0.6. We would like to mention that E. Witten independently found the idea

of 0.2(a–d) and conjectured 0.2(e). As far as we know he did not publish

anything on this subject.

0.7. A weaker version of the results of this paper was announced in [BD96].

0.8. The authors are grateful to P. Deligne, V. Ginzburg, B. Feigin, and

E. Frenkel for stimulating discussions. We would also like to thank the

Institute for Advanced Study (Princeton) for its hospitality. Our sincere

gratitude is due to R. Becker, W. Snow, D. Phares, and S. Fryntova for

careful typing of the manuscript.
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1. Differential operators on a stack

1.1. First definitions. A general reference for stacks is [LMB93].

1.1.1. Let Y be a smooth equidimensional algebraic stack over C. Denote

by ΘY the tangent sheaf; this is a coherent sheaf on Y. The cotangent

stack T ∗Y = Spec Sym ΘY need not be smooth. Neither is it true in general

that dimT ∗Y = 2 dimY (consider, e.g., the classifying stack of an infinite

algebraic group or the quotient of sln modulo the adjoint action of SLn).

However one always has

dimT ∗Y ≥ 2 dimY(1)

We say that Y is good if

dimT ∗Y = 2 dimY(2)

Then T ∗Y is locally a complete intersection of pure dimension 2 dimY.

This is obvious if Y = K\S for some smooth variety S with an action

of an algebraic group K on it (in this case T ∗Y is obtained from T ∗S by

Hamiltonian reduction; see 1.2.1), and the general case is quite similar.

It is easy to show that (2) is equivalent to the following condition:

codim{y ∈ Y|dimGy = n} ≥ n for all n > 0 .(3)

Here Gy is the automorphism group of y (recall that a point of a stack may

have non-trivial symmetries). Y is said to be very good if

codim{y ∈ Y|dimGy = n} > n for all n > 0 .(4)

It is easy to see that Y is very good if and only if T ∗Y0 is dense in T ∗Y where

Y0 := {y ∈ Y|dimGy = 0} is the biggest Deligne-Mumford substack of Y.

In particular if Y is very good then T ∗Yi is irreducible for every connected

component Yi of Y.

Remark “Good” actually means “good for lazybones” (see the remark at

the end of 1.1.4).
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1.1.2. Denote by Ysm the smooth topology of Y (see [LMB93, Section 6]).

An object of Ysm is a smooth 1-morphism πS : S → Y, S is a scheme.

A morphism (S, πS) → (S′, πS′) is a pair (φ, α), φ : S → S′ is a smooth

morphism of schemes, α is a 2-morphism πS
→∼πS′φ. We often abbreviate

(S, πS) to S.

For S ∈ Ysm we have the relative tangent sheaf ΘS/Y which is a locally

free OS-module. It fits into a canonical exact sequence

ΘS/Y → ΘS → π∗
SΘY → 0 .

Therefore π∗
S Sym ΘY = Sym ΘS/Icl where Icl := (Sym ΘS)ΘS/Y . The

algebra Sym ΘS considered as a sheaf on the étale topology of S carries the

usual Poisson bracket {}. Let P̃ ⊂ Sym ΘS be the {}-normalizer of the ideal

Icl. Set (PY)S := P̃ /Icl, so (PY)S is the Hamiltonian reduction of Sym ΘS

by ΘS/Y . This is a sheaf of graded Poisson algebras on Sét. If S → S′ is a

morphism in Ysm then (PY)S equals to the sheaf-theoretic inverse image of

(PY)S′ . So when S varies (PY)S form a sheaf PY of Poisson algebras on Ysm

called the algebra of symbols of Y. The embedding of commutative algebras

PY ↪→ Sym ΘY induces an isomorphism between the spaces of global sections

Γ (Y, PY)→∼Γ (Y,Sym ΘY) = Γ(T ∗Y,O)(5)

1.1.3. For S ∈ Ysm consider the sheaf of differential operators DS . This is

a sheaf of associative algebras on Sét. Let D̃S ⊂ DS be the normalizer of

the left ideal I := DSΘS/Y ⊂ DS . Set (DY)S := D̃S/I. This algebra acts on

the DS-module (DY)S := DS/I from the right; this action identifies (DY)S

with the algebra opposite to EndDS
((DY)S).

For any morphism (φ, α) : S → S′ in Ysm we have the obvious

isomorphism of DS-modules φ∗ ((DY)S′)→∼ (DY)S which identifies (DY)S

with the sheaf-theoretic inverse image of (DY)S′ . Therefore (DY)S form

an OY -module DY (actually, it is a D-module on Y in the sense of 1.1.5),

and (DY)S form a sheaf of associative algebras DY on Ysm called the sheaf

of differential operators on Y. The embedding of sheaves DY ↪→ DY induces
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an isomorphism between the spaces of global sections

Γ (Y, DY)→∼Γ (Y,DY) .(6)

1.1.4. The OY -module DY carries a natural filtration by degrees of the

differential operators. The induced filtration on DY is an algebra filtration

such that grDY is commutative; therefore gr DY is a Poisson algebra in the

usual way.

We have the obvious surjective morphism of graded OY -modules

Sym ΘY → grDY . The condition (2) from 1.1.1 assures that this is an iso-

morphism. If this happens then the inverse isomorphism grDY →∼Sym ΘY

induces a canonical embedding of Poisson algebras

σY : grDY ↪→ PY(7)

called the symbol map.

Remark In the above exposition we made a shortcut using the technical

condition (2). The true objects we should consider in 1.1.2–1.1.4 are

complexes sitting in degrees ≤ 0 (now the symbol map is always defined);

the naive objects we defined are their zero cohomology. The condition (2)

implies the vanishing of the other cohomology, so we need not bother about

the derived categories (see 7.3.3 for the definition of the “true” DY for an

arbitrary smooth stack Y).

1.1.5. D-modules are local objects for the smooth topology, so the notion

of a D-module on a smooth stack is clear 1. Precisely, the categories M�(S)

of left D-modules on S, S ∈ Ysm, form a sheaf M� of abelian categories

on Ysm (the pull-back functors are usual pull-backs of D-modules; they are

exact since the morphisms in Ysm are smooth). The D-modules on Y are

Cartesian sections of M� over Ysm; they form an abelian category M�(Y).

In other words, a D-module on Y is a quasicoherent OY -module M together

with compatible DS-module structures on each OS-module MS , S ∈ Ysm.

1The definition of the derived category of D-modules is not so clear; see 7.3.
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The usual tensor product makes M�(Y) a tensor category. One defines

coherent, holonomic, etc. D-modules on Y in the obvious way. Note that a

D-module M on Y defines the sheaf of associative algebras EndM on Ysm,

EndM(S) = EndMS .

For example, in 1.1.3 we defined the D-module DY on Y; the algebra DY

is opposite to EndDY .

1.1.6. Let L be a line bundle on Y and λ ∈ C. Any S ∈ Ysm carries the

line bundle π∗
SL. Therefore we have the category M�(S)Lλ of π∗

S(L)⊗λ-

twisted left D-modules (see, e.g., [BB93]). These categories form a sheaf

M�
Lλ of abelian categories on Ysm. The category M�(Y)Lλ of L⊗λ-twisted

D-modules on Y is the category of Cartesian sections of M�
Lλ . There is a

canonical fully faithful embedding M�(Y)Lλ ↪→ M�(L·) which identifies a

L⊗λ-twisted D-module on Y with the λ-monodromic D-module on L·; here

L· is the Gm-torsor that corresponds to L (i.e., the space of L with zero

section removed). See Section 2 from [BB93].

We leave it to the reader to define the distinguished object DY,Lλ ∈
M�(Y)Lλ and the sheaf DY,Lλ of filtered associative algebras on Ysm. All

the facts from 1.1.3–1.1.5 render to the twisted situation without changes.

1.1.7. In Section 5 we will need the notion of D-module on an arbitrary

(not necessarily smooth) algebraic stack locally of finite type. In the case of

schemes this notion is well known (see, e.g., [Sa91]). It is local with respect

to the smooth topology, so the generalization for stacks is immediate.

1.2. Some well-known constructions.

1.2.1. Let K be an algebraic group acting on a smooth scheme S over

C. Consider the quotient stack Y = K \ S. Then S is a covering of Y
in Ysm, and D-modules, line bundles and twisted D-modules on Y are the

same as the corresponding K-equivariant objects on S. The K-action on

T ∗S is Hamiltonian and T ∗Y is obtained from T ∗S by the Hamiltonian

reduction (i.e., T ∗Y = K \ µ−1(0) where µ : T ∗S → k∗ is the moment
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map, k := Lie(K)). The Poisson structure on Γ(T ∗Y,OT ∗Y) is obtained by

identifying it with Γ (Y, PY) (see 1.1.2) which can be computed using the

covering S → Y:

Γ(Y, PY) = Γ
(
S, P̃S/Icl

S

)π0(K)
.(8)

Here P̃ ⊂ Sym ΘS is the {}-normalizer of the ideal Icl
S := (Sym ΘS) k (and k

is mapped to ΘS ⊂ Sym ΘS). According to 1.1.3

Γ(Y, DY) = Γ
(
S, D̃S/IS

)π0(K)(9)

where D̃S ⊂ DS is the normalizer of IS := DS · k.
The following construction of symbols, differential operators, and D-

modules on Y is useful.

1.2.2. We start with a Harish-Chandra pair (g, K) (so g is a Lie algebra

equipped with an action of K, called adjoint action, and an embedding

of Lie algebras k ↪→ g compatible with the adjoint actions of K). Let

P̃(g,K) ⊂ Sym g be the {}-normalizer of Icl
(g,K) := (Sym g)k and D̃(g,K) ⊂ Ug

be the normalizer of I(g,K) := (Ug)k. Set

P(g,K) := (Sym(g/k))K =
(
P̃(g,K)/Icl

(g,k)

)π0(K)(10)

D(g,K) := (Ug/(Ug)k)K =
(
D̃(g,K)/I(g,K)

)π0(K)
.(11)

Then P(g,K) is a Poisson algebra and D(g,K) is an associative algebra. The

standard filtration on Ug induces a filtration on D(g,K) such that grD(g,K)

is commutative. So gr D(g,K) is a Poisson algebra. One has the obvious

embedding of Poisson algebras σ = σ(g,K) : grD(g,K) ↪→ P(g,K).

The local quantization condition for (g, K) says that

σ(g,K) is an isomorphism.(12)

Remark Sometimes one checks this condition as follows. Consider the

obvious morphisms

acl : ((Sym g)g)π0(K) → P(g,K), a : (Center Ug)π0(K) → D(g,K).(13)
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If acl is surjective, then (12) is valid (because gr CenterUg = (Sym g)g).

Actually, if acl is surjective, then a is also surjective and therefore D(g,K) is

commutative.

1.2.3. Assume now that we are in the situation of 1.2.1 and the K-

action on S is extended to a (g, K)-action (i.e., we have a Lie algebra

morphism g → ΘS′ compatible with the K-action on S in the obvious sense).

Comparing (8) with (10) and (9) with (11), one sees that the morphisms

Sym g → Sym ΘS and Ug → DS induce canonical morphisms

hcl : P(g,K) → Γ(Y, PY), h : D(g,K) → Γ(Y, DY)(14)

of Poisson and, respectively, filtered associative algebras.

If Y is good in the sense of 1.1.1 then we have the symbol map σY :

grDY ↪→ PY , and the above morphisms are σ-compatible: hclσ(g,K) =

σY grh.

The global quantization condition for our data says that

h is strictly compatible with filtrations.(15)

In other words, this means that the symbols of differential operators from

h
(
D(g,K)

)
lie in hclσ(g,K) (grD(g,K)). If both local and global quantization

conditions meet then the algebra h
(
D(g,K)

)
of differential operators is a

quantization of the algebra hcl
(
P(g,K)

)
of symbols: the symbol map σY

induces an isomorphism grh
(
D(g,K)

)→∼hcl
(
P(g,K)

)
.

Remark The local and global quantization conditions are in a sense

complementary: the local one tells that D(g,K) is as large as possible, while

the global one means that h
(
D(g,K)

)
is as small as possible.

1.2.4. Denote by M(g, K) the category of Harish-Chandra modules. One

has the pair of adjoint functors (see, e.g., [BB93])

∆ : M(g, K) → M�(Y), Γ : M�(Y) → M(g, K).
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Namely, for a D-module M on Y the Harish-Chandra module Γ(M) is the

space of sections Γ (S, MS) equipped with the obvious (g, K)-action (e.g.,

g acts via g → ΘS ⊂ DS) and for a (g, K)-module V the corresponding

K-equivariant D-module ∆(V )S is DS
⊗

Ug V .

For example, consider the “vacuum” Harish-Chandra module Vac :=

Ug/(Ug)k. For any V ∈ M(g, K) one has Hom(Vac, V ) = V K , so there

is a canonical bijection End(Vac) → VacK = D(g,K) (see (11)) which is

actually an anti-isomorphism of algebras. One has the obvious isomorphism

∆(Vac) = DY , and the map ∆ : End(Vac) → End (DY) = Γ(Y, DY)◦

coincides with the map h from (14).

1.2.5. The above constructions have twisted versions. Namely, assume

we have a central extension (g̃, K) of (g, K) by C, so C ⊂ g̃, g̃/C = g.

Denote by U ′g the quotient of U g̃ modulo the ideal generated by the

central element 1 − 1, 1 ∈ C ⊂ g̃. This is a filtered associative algebra;

one identifies grU ′g with Sym g (as Poisson algebras). We get the filtered

associative algebra D′
(g,K) := (U ′g/ (U ′g) k)Kequipped with the embedding

σ : grD′
(g,K) ↪→ P(g,K). The twisted local quantization condition says that σ

is an isomorphism. Notice that the remark at the end of 1.2.2 is not valid

in the twisted case because gr Center U ′g may not be equal to (Sym g)g.

Let L be a line bundle on S. Assume that the (g, K)-action on S lifts to

a (g̃, K)-action on L such that 1 acts as multiplication by λ−1 for certain

λ ∈ C∗. Equivalently, we have a (g̃, K)-action on L· which extends the K-

action, is compatible with the g-action on S, and 1 acts as −λ−1t∂t ∈ ΘL· .

Set D′
Y = DY,Lλ . One has the morphism of filtered associative algebras

h : D′
(g,K) → Γ

(
Y, D′

Y
)

such that σ grh = hclσ. The twisted global

quantization condition says that h is strictly compatible with filtrations.

Denote by M(g, K)′ the full subcategory of (g̃, K) mod that consists of

those Harish-Chandra modules on which 1 acts as identity. One has the

adjoint functors ∆,Γ between M(g, K)′ and M�(Y)Lλ defined exactly as

their untwisted version. Again for Vac′ := U ′g/ (U ′g) k one has ∆ (Vac′) =
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DY,Lλ ; the algebra End(Vac′) is opposite to D′
(g,K), and ∆: End (Vac′) →

EndDY,Lλ = Γ(Y, D′
Y) coincides with h.

1.2.6. An infinite-dimensional version. Let K be an affine group scheme

over C (so K is a projective limit of algebraic groups) which acts on a scheme

S. Assume the following condition:

There exists a Zariski open covering {Ui} of S such

that each Ui is K-invariant and for certain normal

group subscheme Ki⊂K with K/Ki of finite type Ui

is a principal Ki-bundle over a smooth scheme Ti (so

Ti = Ki\Ui).

(16)

Then the fpqc-quotient Y = K \ S is a smooth algebraic stack (it is

covered by open substacks (K/Ki) \ Ti).

Let us explain how to render 1.2.1–1.2.5 to our situation. Note that

k = Lie K is a projective limit of finite dimensional Lie algebras, so it is a

complete topological Lie algebra. Consider the sheaf ΘS = DerOS and the

sheaf DS ⊂ EndC(OS) of Grothendieck’s differential operators. These are

the sheaves of complete topological Lie (respectively associative) algebras.

Namely, for an affine open U ⊂ S the bases of open subspaces in Γ(U,ΘS)

and Γ(U,DS) are formed by the annihilators of finitely generated subalgebras

of Γ(U,OU ). The topology on ΘS defines the topology on Sym ΘS ; denote

by SymΘS the completed algebra. This is a sheaf of topological Poisson

algebras. Let Icl
S ⊂ SymΘS be the closure of the ideal (SymΘS)k, and

P̃S ⊂ SymΘS be its { }-normalizer. Similarly, let IS ⊂ DS be the closure of

the ideal DS · k and D̃S be its normalizer. Then the formulas from (8), (9)

remain valid.

In the definition of a Harish-Chandra pair (g, K) we assume that for any

Ad(K)-invariant open subspace a ⊂ k the action of K on g/a is algebraic.

Then g is a complete topological Lie algebra (the topology on g is such

that k ⊂ g is an open embedding). The algebras Sym g, Ug carry natural

topologies defined by the open ideals (Sym g)a, (Ug)a where a ⊂ g is an
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open subalgebra. Denote by Symg, Ūg the corresponding completions. Let

Icl
(g,K) ⊂ Sym g be the closure of the ideal (Symg)k and P̃(g,K) be its { }-

normalizer). Similarly, we have I(g,K) ⊂ D̃(g,K) ⊂ Ūg. Now we define P(g,K),

D(g,K) by the formulas (10), (11). The rest of 1.2.2–1.2.5 remains valid,

except the remark at the end of 1.2.2. It should be modified as follows.

1.2.7. The algebras Symg and Ūg carry the usual ring filtrations Symng =⊕
0≤i≤n Sym i

g and Ūig; however in the infinite dimensional situation the

union of the terms of these filtrations does not coincide with the whole

algebras. One has the usual isomorphism σ̄g : gri Ūg→∼Sym i
g. The same

facts are true for SymΘS and DS .

The morphisms acl, a from the end of 1.2.2 extend in the obvious way to

the morphisms

ācl :
((

Symg
)g)π0(K) → P(g,K), ā :

(
Center Ūg

)π0(K) → D(g,K).(17)

The local quantization condition (12) from 1.2.2 and the surjectivity of ā

follow from the surjectivity of āclσ̄g : gr
(
Center Ūg

)π0(K) → P(g,K). The

same is true in the twisted situation. Note that the equality gr Center Ūg =

(Sym g)g is not necessarily valid (even in the non-twisted case!).



HITCHIN’S INTEGRABLE SYSTEM 15

2. Quantization of Hitchin’s Hamiltonians

2.1. Geometry of BunG. We follow the notation of 0.1; in particular G

is semisimple and X is a smooth projective curve of genus g > 1.

2.1.1. One knows that BunG is a smooth algebraic stack of pure dimension

(g−1) dimG. The set of connected components of BunG can be canonically

identified (via the “first Chern class” map) with H2(X, πet
1 (G)) = π1(G).

Here πet
1 (G) is the fundamental group in Grothendieck’s sense and π1(G) is

the quotient of the group of coweights of G modulo the subgroup of coroots;

they differ by a Tate twist: πet
1 (G) = π1(G)(1).

For F ∈ BunG the fiber at F of the tangent sheaf Θ = ΘBunG
is

H1 (X, gF ). Let us explain that for a G-module W we denote by WF the

F-twist of W , which is a vector bundle on X; we consider g as a G-module

via the adjoint action.

By definition, the canonical line bundle ω = ωBunG
is the determinant of

the cotangent complex of BunG (see [LMB93]). The fiber of this complex

over F ∈ BunG is dual to RΓ(X, gF )[1] (see [LMB93]), so the fiber of ω over

F is det RΓ(X, gF ).2

2.1.2. Proposition. BunG is very good in the sense of 1.1.1.

A proof will be given in 2.10.5. Actually, we will use the fact that BunG

is good. According to 1.1 we have the sheaf of Poisson algebras P = PBunG

and the sheaves of twisted differential operators Dλ = DBunG,ωλ . One knows

that for λ �= 1/2 the only global sections of Dλ are locally constant functions.

In Sections 2 and 3 we will deal with D′ := D1/2; we refer to its sections as

simply twisted differential operators.

2.2. Hitchin’s construction I.

2The authors shouldn’t forget to check that [LMB93] really contains what is claimed

here!!
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2.2.1. Set C = Cg := Spec(Sym g)G; this is the affine scheme quotient of

g∗ with respect to the coadjoint action. C carries a canonical action of the

multiplicative group Gm that comes from the homotheties on g∗. A (non-

canonical) choice of homogeneous generators pi ∈ (Sym g)G of degrees di,

i ∈ I, identifies C with the coordinate space CI , an element λ ∈ Gm acts by

the diagonal matrix
(
λdi

)
.

2.2.2. Denote by CωX the ωX -twist of C with respect to the above Gm-

action (we consider the canonical bundle ωX as a Gm-torsor over X). This

is a bundle over X; the above pi identify CωX with
∏

I ω⊗di
X . Set

Hitch(X) = Hitchg(X) := Γ(X, CωX ).

In other words, Hitch(X) = Mor
(
(Sym· g)G,Γ

(
X, ω⊗·

X

))
(the morphisms of

graded algebras). We consider Hitch(X) as an algebraic variety equipped

with a Gm-action; it is non-canonically isomorphic to the vector space∏
I Γ

(
X, ω⊗di

X

)
. There is a unique point 0 ∈ Hitch(X) which is fixed by the

action of Gm. Denote by zcl(X) = zcl
g (X) the ring of functions on Hitch(X);

this is a graded commutative algebra. More precisely, the grading on zcl(X)

corresponds to the Gm-action on zcl(X) opposite to that induced by the

Gm-action on C; so the grading on zcl(X) is positive.

2.2.3. By Serre duality and 2.1.1 the cotangent space T ∗
FBunG at F ∈ BunG

coincides with Γ(X, g∗F ⊗ ωX). The G-invariant projection g∗ → C yields

the morphism g∗F ⊗ ωX → CωX and the map pF : T ∗
FBunG → Hitch(X).

When F varies we get a morphism

p : T ∗BunG → Hitch(X)

or, equivalently, a morphism of graded commutative algebras

hcl
X : zcl(X) → Γ (T ∗BunG,O) = Γ (BunG, P ) .

p is called Hitchin’s fibration.
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We denote by BunG
γ the connected component of BunG corresponding

to γ ∈ π1(G) (see 2.1.1) and by pγ the restriction of p to T ∗ Bunγ
G.

2.2.4. Theorem. ([Hit87], [Fal93], [Gi97]).

(i) The image of hcl
X consists of Poisson-commuting functions.

(ii) dim Hitch(X) = dim BunG = (g − 1) · dim g.

(iii) p is flat and its fibers have pure dimension dim BunG. For each

γ ∈ π1(X), pγ is surjective.

(iv) There exists a non-empty open U ⊂ Hitch(X) such that for any

γ ∈ π1(G) the morphism (pγ)−1(U) → U is proper and smooth, and its

fibers are connected. Actually, the fiber of pγ over u ∈ U is isomorphic

to the product of some abelian variety Au by the classifying stack of

the center Z ⊂ G.

(v) For each γ ∈ π1(X) the morphism zcl(X) → Γ(Bunγ
G, P ) is an

isomorphism.

Remarks

(i) Needless to say the main contribution to Theorem 2.2.4 is that of

Hitchin [Hit87].

(ii) Theorem 2.2.4 implies that p is a Lagrangian fibration or, if you prefer,

the Hamiltonians from hcl
X(zcl(X)) define a completely integrable

system on T ∗BunG. We are not afraid to use these words in the context

of stacks because the notion of Lagrangian fibration is birational and

since BunG is very good in the sense of 1.1.1 T ∗BunG has an open dense

Deligne-Mumford substack T ∗Bun0
G which is symplectic in the obvious

sense (here Bun0
G is the stack of G-bundles with a finite automorphism

group).

(iii) Hitchin gave in [Hit87] a complex-analytical proof of statement (i). We

will give an algebraic proof of (i) in 2.4.3.
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(iv) Hitchin’s proof of (ii) is easy: according to 2.2.2 dim Hitch(X) =∑
i dim Γ(X, ωX

⊗di), dim Γ(X, ωX
⊗di) = (g − 1)(2di − 1) since g > 1,

and finally (g − 1)
∑

i(2di − 1) = (g − 1) dim g = dim BunG.

(v) Statement (iv) for classical groups G was proved by Hitchin [Hit87]. In

the general case it was proved by Faltings (Theorem III.2 from [Fal93]).

(vi) Statement (v) follows from (iii) and (iv).

(vii) Some comments on the proof of (iii) will be given in 2.10.

2.2.5. Our aim is to solve the following quantization problem: con-

struct a filtered commutative algebra z(X) equipped with an isomor-

phism σz(X) : gr z(X)→∼ zcl(X) and a morphism of filtered algebras hX :

z(X) → Γ(BunG, D′) compatible with the symbol maps, i.e., such that

σBunG
◦ grhX = hcl

X◦σz(X) (see 1.1.4 and 1.1.6 for the definition of σBunG
).

Note that 2.2.4(v) implies then that for any γ ∈ π1(X) the map hγ
X : z(X) →

Γ
(
Bunγ

G, D′) is an isomorphism. Therefore if G is simply connected then

such a construction is unique, and it reduces to the claims that Γ(BunG, D′)

is a commutative algebra, and any global function on T ∗BunG is a symbol

of a global twisted differential operator.

We do not know how to solve this problem directly by global considera-

tions. We will follow the quantization scheme from 1.2 starting from a local

version of Hitchin’s picture. Two constructions of the same solution to the

above quantization problem will be given. The first one (see 2.5.5) is easier

to formulate, the second one (see 2.7.4) has the advantage of being entirely

canonical. To prove that the first construction really gives a solution we

use the second one. It is the second construction that will provide an iden-

tification of Spec z(X) with a certain subspace of the stack of (LG)ad-local

systems on X (see 3.3.2).

2.3. Geometry of BunG II. Let us recall how BunG fits into the

framework of 1.2.6.
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2.3.1. Fix a point x ∈ X. Denote by Ox the completed local ring of x

and by Kx its field of fractions. Let mx ⊂ OX be the maximal ideal. Set

O
(n)
x := OX/mn

x (so Ox = lim
←−

O
(n)
x ). The group G(O(n)

x ) is the group of C-

points of an affine algebraic group which we denote also as G
(
O

(n)
x

)
by abuse

of notation; G
(
O

(n)
x

)
is the quotient of G

(
O

(n+1)
x

)
. So G(Ox) = lim

←−
G

(
O

(n)
x

)
is an affine group scheme.

Denote by BunG,nx the stack of G-bundles on X trivialized over SpecO
(n)
x

(notice that the divisor nx is the same as the subscheme Spec O
(n)
x ⊂ X).

This is a G
(
O

(n)
x

)
-torsor over BunG. We denote a point of BunG,nx as(

F , α(n)
)
. We have the obvious affine projections BunG,(n+1)x → BunG,nx.

Set BunG,x := lim
←−

BunG,nx; this is a G(Ox)-torsor over BunG.

2.3.2. Proposition. BunG,x is a scheme. The G(Ox)-action on BunG,x

satisfies condition (16) from 1.2.6.

2.3.3. It is well known that the G(Ox)-action on BunG,x extends canoni-

cally to an action of the group ind-scheme G(Kx) (see 7.11.1 for the def-

inition of ind-scheme and 7.11.2 (iv) for the definition of the ind-scheme

G(Kx) ). Since LieG(Kx) = g⊗Kx we have, in particular, the action of the

Harish-Chandra pair (g ⊗ Kx, G(Ox)) on BunG,x.

Let us recall the definition of the G(Kx)-action. According to 7.11.2 (iv)

one has to define a G(R⊗̂Kx)-action on BunG,x(R) for any C-algebra R. To

this end we use the following theorem, which is essentially due to A.Beauville

and Y.Laszlo. Set X ′ := X \ {x}.

2.3.4. Theorem. A G-bundle F on X ⊗R is the same as a triple (F1,F2, ϕ)

where F1 is a G-bundle on X ′ ⊗ R, F2 is a G-bundle on Spec(R⊗̂Ox), and

ϕ is an isomorphism between the pullbacks of F1 and F2 to Spec(R⊗̂Kx).

More precisely, the functor from the category (=groupoid) of G-bundles

F on X ⊗ R to the category of triples (F1,F2, ϕ) as above defined by

F1 := F|X′⊗R, F2 := the pullback of F to Spec(R⊗̂Ox), ϕ := id, is an

equivalence.
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According to the theorem an R-point of BunG,x is the same as a G-bundle

on X ′⊗R with a trivialization of its pullback to Spec(R⊗̂Kx). So G(R⊗̂Kx)

acts on BunG,x(R) by changing the trivialization. Thus we get the action of

G(Kx) on BunG,x .

The proof of Theorem 2.3.4 is based on the following theorem, which is a

particular case of the main result of [BLa95].

2.3.5. Theorem. (Beauville-Laszlo). The category of flat quasi-coherent

OX⊗R-modules M is equivalent to the category of triples (M1,M2, ϕ) where

M1 is a flat quasi-coherent O-module on X ′⊗R, M2 is a flat quasi-coherent

O-module on Spec(R⊗̂Ox), and ϕ is an isomorphism between the pullbacks

of M1 and M2 to Spec(R⊗̂Kx) (the functor from the first category to the

second one is defined as in Theorem 2.3.4). M is locally free of finite rank

if and only if the corresponding M1 and M2 have this property.

Remark. If R is noetherian and the sheaves are coherent then there is a

much more general “glueing theorem” due to M.Artin (Theorem 2.6 from

[Ar]). But since subschemes of G(Kx) are usually of infinite type we use the

Beauville-Laszlo theorem, which holds without noetherian assumptions.

To deduce Theorem 2.3.4 from 2.3.5 it suffices to interpret a G-bundle

as a tensor functor {G-modules}→{vector bundles}. Or one can interpret

a G-bundle on X ⊗ R as a principle G-bundle, i.e., a flat affine morphism

π : F → X ⊗R with an action of G on F satisfying certain properties; then

one can rewrite these data in terms of the sheaf M := π∗OF and apply

Theorem 2.3.5.

2.3.6. Remark. Here is a direct description of the action of g ⊗ Kx on

BunG,x induced by the action of G(Kx) (we will not use it in the future

???). Take (F , ᾱ) ∈ BunG,x, ᾱ = lim
←−

α(n). The tangent space to BunG,nx

at
(
F , α(n)

)
is H1(X, gF (−nx)), so the fiber of ΘBunG,x

at (F , ᾱ) equals

lim
←−

H1 (X, gF (−nx)) = H1
c (X \ {x}, gF ). We have the usual surjection

gF
⊗

OX
Kx � H1

c (X \{x}, gF ). Use ᾱ to identify gF
⊗

OX
Kx with g⊗Kx.
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When (F , ᾱ) varies one gets the map g⊗Kx → ΘBunG,x. Our g⊗Kx-action

is minus this map (???).

2.3.7. Remark. Let D ⊂ X ⊗ R be a closed subscheme finite over Spec R

which can be locally defined by one equation (i.e., D is an effective relative

Cartier divisor). Denote by D̃ the formal neighbourhood of D and let A

be the coordinate ring of D̃ (so D̃ is an affine formal scheme and Spec A is

a true scheme). Then Theorems 2.3.4 and 2.3.5 remain valid if X ′ ⊗ R is

replaced by (X ⊗ R) \ D, R⊗̂Ox by A, and Spec(R⊗̂Kx) by (SpecA) \ D.

This follows from the main theorem of [BLa95] if the normal bundle of D

is trivial: indeed, in this case one can construct an affine neighbourhood

U ⊃ D such that inside U the subscheme D is defined by a global equation

f = 0, f ∈ H0(U,OU ) (this is the situation considered in [BLa95]).3 For

the purposes of this work the case where the normal bundle of D is trivial

is enough. To treat the general case one needs a globalized version of the

main theorem of [BLa95] (see 2.12). Among other things, one has to extend

the morphism D̃ → X ⊗R to a morphism SpecA → X ⊗R (clearly such an

extension is unique, but its existence has to be proved); see 2.12.

2.4. Hitchin’s construction II.

2.4.1. Set ωOx := lim← ωOx
(n) where ωOx

(n) is the module of differentials

of Ox
(n) = Ox/mn

x. Denote by Hitch(n)
x the scheme of sections of CωX

over Spec O
(n)
x . This is an affine scheme with Gm-action non-canonically

isomorphic to the vector space M/mn
xM , M :=

∏
ω⊗di

Ox
. Set

Hitchx = Hitchg(Ox) := lim
←−

Hitch(n)
x .

This is an affine scheme with Gm-action non-canonically isomorphic to

M =
∏

ω⊗di
Ox

. So Hitchx is the scheme of sections of CωX over Spec Ox.

3To construct U and f notice that for n big enough there exists ϕn ∈ H0(X ⊗
R,OX⊗R(nD)) such that OX⊗R(nD)/OX⊗R((n − 1)D) is generated by ϕn; then put

U := (X ⊗ R) \ {the set of zeros of ϕnϕn+1}, f := ϕn/ϕn+1 (this construction works if

the map D → Spec R is surjective, which is a harmless assumption).
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Denote by zcl
x = zcl

g (Ox) the graded Poisson algebra P(g⊗Kx,G(Ox)) =

Sym(g ⊗ Kx/Ox)G(Ox) from 1.2.2. We will construct a canonical Gm-

equivariant isomorphism Spec zcl
x

∼−→ Hitchx (the Gm-action on zcl
x is

opposite to that induced by the grading; cf. the end of 2.2.2).

The residue pairing identifies (Kx/Ox)∗ with ωOx , so Spec Sym(g ⊗
Kx/Ox) = g∗ ⊗ ωOx . The projection g∗ → C yields a morphism of affine

schemes g∗⊗ωOx → Hitchx. It is G(Ox)-invariant, so it induces a morphism

Spec zcl
x → Hitchx. To show that this is an isomorphism we have to prove

that every G(Ox)-invariant regular function on g∗ ⊗ ωOx comes from a

unique regular function on Hitchx. Clearly one can replace g∗ ⊗ ωOx by

g∗ ⊗ Ox = Paths(g∗) and Hitchx by Paths(C) (for a scheme Y we denote

by Paths(Y ) the scheme of morphisms Spec Ox → Y ). Regular elements

of g∗ form an open subset g∗reg such that codim(g∗\g∗reg) > 1. So one can

replace Paths(g∗) by Paths(g∗reg). Since the morphism g∗reg → C is smooth

and surjective, and the action of G on its fibers is transitive, we are done.

2.4.2. According to 1.2.2 zcl
x = P(g⊗Kx,G(Ox)) is a Poisson algebra. Actually

the Poisson bracket on zcl
x is zero because the morphism acl : (Sym(g ⊗

Kx))g⊗Kx −→ zcl
x from 1.2.7 is surjective (this follows, e.g., from the

description of zcl
x given in 2.4.1) and (Sym(g ⊗ Kx))g⊗Kx is the Poisson

center of Sym(g ⊗ Kx).

Remark (which may be skipped by the reader). Actually for any algebraic

group G the natural morphism acl : (Sym(g ⊗ Kx))G(Kx) → zcl
x = zcl

g (Ox) is

surjective and therefore the Poisson bracket on zcl
x is zero. The following

proof is the “classical limit” of Feigin-Frenkel’s arguments from [FF92],

p. 200–202. Identify Ox and Kx with O := C[[t]] and K := C[[t]]. Let

f be a G(O)-invariant regular function on g∗⊗O. We have to extend it to a

G(K)-invariant regular function f̃ on the ind-scheme g∗⊗K := lim
−→

g∗⊗t−nO

(actually g∗ can be replaced by any finite dimensional G-module). For
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ϕ ∈ g∗((t)) define hϕ ∈ C((ζ)) by

hϕ(ζ) = f

(
N∑

k=0

ϕ(k)(ζ)tk/k!

)

where N is big enough (hϕ is well-defined because there is an m such that f

comes from a function on g∗ ⊗ (O/tmO)). Write hϕ(ζ) as
∑

n hn(ϕ)ζn. The

functions hn : g∗ ⊗ K → C are G(K)-invariant. Set f̃ := h0.

2.4.3. According to 2.3 and 1.2.6 we have the morphism

hcl
x : zcl

x → Γ(BunG, P ).

analogous to the morphism hcl from 1.2.3. To compare it with hcl
X consider

the closed embedding of affine schemes Hitch(X) ↪→ Hitchx which assigns

to a global section of CωX its restriction to the formal neighbourhood of x.

Let θcl
x : zcl

x � zcl(X) be the corresponding surjective morphism of graded

algebras. It is easy to see that

hcl
x = hcl

Xθcl
x .

Since the Poisson bracket on zcl
x is zero (see 2.4.2) and hcl

x is a Poisson algebra

morphism the Poisson bracket on Imhcl
x = Im hcl

X is also zero. So we have

proved 2.2.4(i).

2.5. Quantization I.

2.5.1. Let g̃ ⊗ Kx be the Kac-Moody central extension of g ⊗ Kx by C

defined by the cocycle (u, v) 
→ Resx c(du, v), u, v ∈ g ⊗ Kx, where

c(a, b) := −1
2

Tr(ada · adb) , a, b ∈ g .(18)

As a vector space g̃ ⊗ Kx equals g⊗Kx⊕C ·1. We define the adjoint action4

of G(Kx) on g̃ ⊗ Kx by assigning to g ∈ G(Kx) the following automorphism

4As soon as we have a central extension of G(Kx) with Lie algebra g̃ ⊗ Kx the action

(19) becomes the true adjoint action (an automorphism of g̃ ⊗ Kx that acts identically on

C · 1 and g ⊗ Kx is identical because Hom(g ⊗ Kx, C) = 0).
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of g̃ ⊗ Kx:

1 
→ 1, u 
→ gug−1 + Resx c(u, g−1dg) · 1 for u ∈ g ⊗ Kx(19)

In particular we have the Harish-Chandra pair
(
g̃ ⊗ Kx, G(Ox)

)
, which is a

central extension of (g ⊗ Kx, G(Ox)) by C. Set

zx = zg(Ox) := D′
(g⊗Kx,G(Ox)) ,

where D′ has the same meaning as in 1.2.5.

2.5.2. Theorem. ([FF92]).

(i) The algebra zx is commutative.

(ii) The pair
(
g̃ ⊗ Kx, G(Ox)

)
satisfies the twisted local quantization

condition (see 1.2.5). That is, the canonical morphism σzx : gr zx → zcl
x

is an isomorphism.

Remark Statement (i) of the theorem is proved in [FF92] for any algebraic

group G and any central extension of g⊗Kx defined by a symmetric invariant

bilinear form on g. Moreover, it is proved in [FF92] that the π0(G(Kx))-

invariant part of the center of the completed twisted universal enveloping

algebra U
′(g⊗Kx) maps onto zx. A version of Feigin–Frenkel’s proof of (i)

will be given in 2.9.3–2.9.5. We have already explained the “classical limit”

of their proof in the Remark at the end of 2.4.2.

2.5.3. The line bundle ωBunG
defines a G(Ox)-equivariant bundle on

BunG,x. The (g ⊗ Kx, G(Ox))-action on BunG,x lifts canonically to a(
g̃ ⊗ Kx, G(Ox)

)
-action on this line bundle, so that 1 acts as multiplication

by 2. Indeed, according to 2.1.1 ωBunG
= f∗(detRΓ) where f : BunG →

BunSL(g) is induced by the adjoint representation G → SL(g) and detRΓ is

the determinant line bundle on BunSL(g). On the other hand, it is well known

(see,e.g., [BLa94]) that the pullback of detRΓ to BunSLn,x is equipped with

the action of the Kac–Moody extension of sln(Kx) of level −1.
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Remark. In fact, the action of this extension integrates to an action of

a certain central extension of SLn(Kx) (see, e.g., [BLa94]). Therefore one

gets a canonical central extension

0 → Gm → Ĝ(Kx) → G(Kx) → 0(20)

that acts on the pullback of ωBunG
to BunG,x so that λ ∈ Gm acts as

multiplication by λ. The extension 0 → C → g̃ ⊗ Kx → g ⊗ Kx → 0 is

one half of the Lie algebra extension corresponding to (20). In Chapter 4 we

will introduce a square root5 of ωBunG
(the Pfaffian bundle) and a central

extension

0 → Gm → G̃(Kx) → G(Kx) → 0(21)

(see 4.4.8), which is a square root of (20). These square roots are more

important for us than ωBunG
and (20), so we will not give a precise definition

of Ĝ(Kx).

2.5.4. According to 2.5.3 and 1.2.5 we have a canonical morphism of filtered

algebras

hx : zx → Γ
(
BunG, D′) .

In 2.7.5 we will prove the following theorem.

2.5.5. Theorem. Our data satisfy the twisted global quantization condition

(see 1.2.5).

As explained in 1.2.3 since the local and global quantization conditions

are satisfied we obtain a solution z(x)(X) to the quantization problem from

2.2.5: set z(x)(X) = hx(zx) and equip z(x)(X) with the filtration induced

from that on Γ(BunG, D′) (2.5.5 means that it is also induced from the

filtration on zx); then the symbol map identifies gr z(x)(X) with hcl
x (zcl

x ) and

according to 2.4.3 hcl
x (zcl

x ) = hcl
X(zcl

x (X)) � zcl(X).

5This square root and the extension (21) depend on the choice of a square root of ωX .
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The proof of Theorem 2.5.5 is based on the second construction of the

solution to the quantization problem from 2.2.5; it also shows that z(x)(X)

does not depend on x.

Remark If G is simply connected then 2.5.5 follows immediately from

2.2.4(v).

2.6. DX-scheme generalities.

2.6.1. Let X be any smooth connected algebraic variety. A DX -scheme

is an X-scheme equipped with a flat connection along X. DX -schemes

affine over X are spectra of commutative DX -algebras (= quasicoherent

OX -algebras equipped with a flat connection). The fiber of an OX -algebra

A at x ∈ X is denoted by Ax; in particular this applies to DX -algebras. For

a C-algebra C denote by CX the corresponding “constant” DX -algebra (i.e.,

CX is C ⊗OX equipped with the obvious connection).

2.6.2. Proposition. Assume that X is complete.

(i) The functor C � CX admits a left adjoint functor: for a DX -algebra

A there is a C-algebra H∇(X,A) such that

Hom(A, CX) = Hom(H∇(X, A), C)(22)

for any C-algebra C.

(ii) The canonical projection θA : A → H∇(X,A)X is surjective. So

H∇(X,A)X is the maximal “constant” quotient DX -algebra of A. In

particular for any x ∈ X the morphism θAx : Ax → (H∇(X,A)X)x =

H∇(X,A) is surjective.

Remarks. (i) Here algebras are not supposed to be commutative,

associative, etc. We will need the proposition for commutative A.

(ii) Suppose that A is commutative (abbreviation for “commutative

associative unital”). Then H∇(X,A) is commutative according to statement

(ii) of the proposition. If C is also assumed commutative then (22) just

means that Spec H∇(X,A) is the scheme of horizontal sections of SpecA.
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From the geometrical point of view it is clear that such a scheme exists

and is affine: all the sections of SpecA form an affine scheme S (here we

use the completeness of X; otherwise S would be an ind-scheme, see the

next Remark) and horizontal sections form a closed subscheme of S. The

surjectivity of θAx and θA means that the morphisms Spec H∇(X,A) →
SpecAx and X × Spec H∇(X,A) → SpecA are closed embeddings.

(iii) If X is arbitrary (not necessary complete) then H∇(X,A) defined

by (22) is representable by a projective limit of algebras with respect to a

directed family of surjections. So if A is commutative then the space of

horizontal sections of SpecA is an ind-affine ind-scheme6.

Proof. (a) Denote by M(X) the category of DX -modules and by Mconst(X)

the full subcategory of constant DX -modules, i.e., DX -modules isomorphic

to V ⊗ OX for some vector space V (actually the functor V 
→ V ⊗ OX

is an equivalence between the category of vector spaces and Mconst(X)).

We claim that the embedding Mconst(X) → M(X) has a left adjoint

functor, i.e., for F ∈ M(X) there is an F∇ ∈ Mconst(X) such that

Hom(F , E) = Hom(F∇, E) for E ∈ Mconst(X). It is enough to construct

F∇ for coherent F . In this case F∇ := (HomDX
(F ,OX))∗ ⊗ OX (here we

use that dim HomDX
(F ,OX) < ∞ because X is complete).

(b) Since OX is an irreducible DX -module a DX -submodule of a constant

DX -module is constant. So the natural morphism F → F∇ is surjective.

(c) If A is a DX -algebra and I is the ideal of A generated by Ker(A → A∇)

then A/I is a quotient of the constant DX -module A∇. So A/I is constant,

i.e., A/I = H∇(X,A) ⊗ OX for some vector space H∇(X,A). A/I is a

DX -algebra, so H∇(X,A) is an algebra. Clearly it satisfies (22).

6This is also clear from the geometric viewpoint. Indeed, horizontal sections form a

closed subspace in the space SX of all sections. If X is affine SX is certainly an ind-scheme.

In the general case X can be covered by open affine subschemes U1, ..., Un; then SX is a

closed subspace of the product of SUi ’s.
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Remark. The geometrically oriented reader can consider the above

Remark (ii) as a proof of the proposition for commutative algebras. However

in 2.7.4 we will apply (22) in the situation where A is commutative while

C = Γ(BunG, D′) is not obviously commutative. Then it is enough to notice

that the image of a morphism A → C ⊗ OX is of the form C ′ ⊗ OX (see

part (b) of the proof of the proposition) and C ′ is commutative since A is.

One can also apply (22) for C := the subalgebra of Γ(BunG, D′) generated

by the images of the morphisms hx : zx → Γ(BunG, D′) for all x ∈ X

(this C is “obviously” commutative; see 2.9.1). Actually one can show that

Γ(BunG, D′) is commutative using 2.2.4(v) (it follows from 2.2.4(v) that for

any connected component Bunγ
G ⊂ BunG and any x ∈ X the morphism

zx → Γ(Bunγ
G, D′) induced by hx is surjective).

2.6.3. In this subsection all algebras are assumed commutative. The

forgetful functor {DX -algebras} → {OX -algebras} has an obvious left

adjoint functor J (JA is the DX -algebra generated by the OX -algebra

A). We claim that SpecJA is nothing but the scheme of ∞-jets of

sections of SpecA. In particular this means that there is a canonical

one-to-one correspondence between C-points of Spec(JA)x and sections

Spec Ox → SpecA (where Ox is the formal completion of the local ring

at x). More precisely, we have to construct a functorial bijection

HomOX
(JA,B) ∼−→ HomOX

(A, B̂)(23)

where B is a (quasicoherent) OX -algebra and B̂ is the completion of OX⊗CB
with respect to the ideal Ker(OX ⊗C B → B). Here B̂ is equipped with the

OX -algebra structure coming from the morphism OX → OX ⊗C B defined

by a 
→ a ⊗ 1. Let us temporarily drop the quasicoherence assumption in

the definition of DX -algebra. Then B̂ is a DX -algebra (the connection on

B̂ comes from the connection on OX ⊗C B such that sections of 1 ⊗ B are

horizontal). So HomOX
(A, B̂) = HomDX

(JA, B̂) and to construct (23) it is
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enough to construct a functorial bijection

HomOX
(R,B) ←− HomDX

(R, B̂)(24)

for any DX -algebra R and OX -algebra B (i.e., to show that the functor B 
→
B̂ is right adjoint to the forgetful functor {DX -algebras} → {OX -algebras}).
The mapping (24) comes from the obvious morphism B̂ → B. The reader

can easily prove that (24) is bijective.

For a DX -algebra A and a C-algebra C we have

HomDX-alg(JA, C ⊗OX) = HomOX-alg(A, C ⊗OX)

This means that the canonical morphism SpecJA → SpecA identifies the

ind-scheme of horizontal sections of SpecJA with that of (all) sections of

SpecA. If X is complete then, by 2.6.2, these spaces are actually schemes.

Finally let us mention that the results of this subsection can be globalized

in the obvious way. The forgetful functor {DX -schemes} → {X-schemes}
has a right adjoint functor J : {X-schemes} → {DX -schemes}. For an X-

scheme Y , J Y is the scheme of ∞-jets of sections of Y . For an OX -algebra A
we have J SpecA = SpecJA. The canonical morphism J Y → Y identifies

the space7 of horizontal sections of J Y with the space of (all) sections of Y .

If X is complete and Y is quasiprojective then our space is a scheme.

2.6.4. Let (l, P ) be a Harish-Chandra pair in the sense of 1.2.6 (so P can

be any affine group scheme; we do not assume that it is of finite type8).

Definition. An (l, P )-structure on X is a morphism π : X∧ → X together

with an action of (l, P ) on X∧ such that

(i) X∧ is a P -torsor over X.

(ii) The action of l on X∧ is formally free and transitive, i.e., it yields an

isomorphism l⊗̂OX∧ →∼ΘX∧ .

7In the most general situation “space” means “functor {C-algebras} → {Sets}”.
8As follows from the definition below Lie P has finite codimension in l (equal to dim X).
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Remark. Let L be the group ind-scheme with LieL = l, Lred = P

(see 7.11.2(v)). Consider the homogenuous space P \ L = Spf O where

O = O(l,P ) = (U l/(U l)p)∗. Take x ∈ X and choose x∧ ∈ π−1(x). The map

L → X∧, l 
→ lx∧, yields a morphism αx∧ : Spf O → X, which identifies

Spf O with the formal neighbourhood of x. For l ∈ L, a ∈ Spf O one has

αlx∧(a) = αx∧(al). Note that if the action of P on O is faithful then x∧ is

uniquely defined by αx∧ .

2.6.5. Example. Set O = On := C[[t1, .., tn]]. The group of automorphisms

of the C-algebra O is naturally the group of C-points of an affine group

scheme Aut0 O over C. Denote by AutO the group ind-scheme such that, for

any C-algebra R, (AutO)(R) is the automorphism group of the topological

R-algebra R⊗̂O = R[[t1, .., tn]]. So Aut0 O is the group subscheme of

AutO; in fact, Aut0 O = (AutO)red. One has Lie AutO = DerO,

Lie Aut0 O = Der0 O := mO·Der O. Therefore AutO is the group ind-scheme

that corresponds to the Harish-Chandra pair AutHC O := (DerO,Aut0 O).

By abuse of notation we will write AutO instead of AutHC O.

As explained by Gelfand and Kazhdan (see [GK], [GKF], and [BR]) any

smooth variety X of dimension n carries a canonical9 AutO-structure. The

space X∧ = X∧
can is the space of ”formal coordinate systems” on X. In

other words, a C-point of X∧ is a morphism Spec O → X with non-vanishing

differential and an R-point of X∧ is an R-morphism α : Spec(R⊗̂O) → X⊗R

whose differential does not vanish over any point of SpecR. The group ind-

scheme Aut O acts on X∧ in the obvious way, and we have the projection

π : X∧ → X, α 
→ α(0). It is easy to see that X∧ (together with these

structures) is an AutO-structure on X.

We will use the canonical AutOn-structure in the case n = 1, i.e.,

when X is a curve, so O = C[[t]]. Here the group AutO looks as

follows. There is an epimorphism Aut0 O → Aut(tO/t2O) = Gm, which

9In fact, an Aut O-structure on X is unique up to unique isomorphism (this follows

from the Remark in 2.6.4).
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we call the standard character of Aut0 O; its kernel is pro-unipotent.

For a C-algebra R an automorphism of R[[t]] is defined by t 
→
∑

i cit
i

where c1 ∈ R∗ and c0 is nilpotent. So AutO is the union of schemes

Spec C[c0, c1, c
−1
1 , c2, c3, . . . ]/(ck

0), k ∈ N. Aut0 O is the group subscheme

of AutO defined by c0 = 0.

Some other examples of (l, P )-structures may be found in ??.

2.6.6. Let X be a variety equipped with an (l, P )-structure X∧ (we will

apply the constructions below in the situation where X is a curve, l = DerO,

P = Aut0 O (or a certain covering of Aut0 O), O := C[[t]]). Denote by

M(X,O) the category of O-modules on X, and by Ml(X) that of left D-

modules. For FX ∈ M(X,O) its pull-back FX∧ to X∧ is a P -equivariant

O-module on X∧. If FX is actually a left DX -module then FX∧ is in addition

l-equivariant (since, by 2.6.4(ii), an l-action on an OX∧-module is the same

as a flat connection). The functors M(X,O) → {P -equivariant O-modules

on X∧}, Ml(X) → {(l, P )-equivariant O-modules on X∧} are equivalences

of tensor categories.

One has the faithful exact tensor functors

M(P ) −→ M(X,O), M(l, P ) −→ Ml(X)(25)

which send a representation V to the OX - or DX -module VX such that VX∧

equals to V ⊗ OX∧ (the tensor product of P - or (l, P )-modules). In other

words, the OX -module VX is the twist of V by the P -torsor X∧. Therefore

any algebra A with P -action yields an OX -algebra AX ; if A actually carries

a (l, P )-action then AX is a DX -algebra. Similarly, any scheme H with P -

action (a P -scheme for short) yields an X-scheme HX . If H is actually a

(l, P )-scheme then HX is a DX -scheme. One has (Spec A)X = Spec(AX).

Remarks. (i) The functor M(l, P ) −→ Ml(X) coincides with the

localization functor ∆ for the (l, P )-action on X∧ (see 1.2.4).

(ii) The functors (25) admit right adjoints which assign to an OX - or

DX -module FX the vector space Γ(X∧, FX∧) equipped with the obvious P -
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or (l, P )-module structure. Same adjointness holds if you consider algebras

instead of modules.

(iii) Let C be a C-algebra; consider C as an (l, P )-algebra with trivial

AutO-action. Then CX is the “constant” DX -algebra from 2.6.1.

2.6.7. The forgetful functor {(l, P )-algebras} → {P -algebras} admits a left

adjoint (induction) functor J . For a P -algebra A one has a canonical

isomorphism

(JA)X = J (AX).(26)

Indeed, the natural OX -algebra morphism AX → (JA)X induces a DX -

algebra morphism J (AX) → (JA)X . To show that it is an isomorphism

use the adjointness properties of J and A 
→ AX (see 2.6.3 and Remark (ii)

of 2.6.6).

Here is a geometric version of the above statements. The forgetful functor

{(l, P )-schemes} → {P -schemes} admits a right adjoint functor10 J . For a

P -algebra A one has J (Spec A) = SpecJ (A). For any P -scheme H one has

(JH)X = J (HX).

2.7. Quantization II. From now on O := C[[t]], K := C((t)).

2.7.1. Consider first the “classical” picture. The schemes Hitchx, x ∈ X,

are fibers of the DX -scheme Hitch = JCωX affine over X; denote by zcl the

corresponding DX -algebra. By 2.6.3 the projection Hitch → CωX identifies

the scheme of horizontal sections of Hitch with Hitch(X). In other words

zcl(X) = H∇
(
X, zcl

)
,

and the projections θcl
x : zcl

x → zcl(X) from 2.4.3 are just the canonical

morphisms θzcl
x

from Proposition 2.6.2(ii).

10For affine schemes this is just a reformulation of the above statement for P -algebras.

The general situation does not reduce immediately to the affine case (a P -scheme may

not admit a covering by P -invariant affine subschemes), but the affine case is enough for

our purposes.
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Consider C as an Aut0 O-scheme via the standard character Aut0 O →
Gm (see 2.6.5). The X-scheme CωX coincides with the X∧-twist of C.

Therefore the isomorphism (26) induces a canonical isomorphism

zcl = zcl
g (O)X

where zcl
g (O) is the AutO-algebra J (Sym g)G, and the Aut0 O-action on

(Sym g)G comes from the Gm-action opposite to that induced by the grading

of (Sym g)G (cf. the end of 2.2.2).

2.7.2. Let us pass to the “quantum” situation. Set zg(O) := D′
(g⊗K,G(O)).

This is a commutative algebra (see 2.5.2(i)). Aut O acts on zg(O) since

zg(O) is the endomorphism algebra of the twisted vacuum module Vac′ (see

1.2.5) and AutO acts on Vac′. (The latter action is characterized by two

properties: it is compatible with the natural action of AutO on g̃ ⊗ K and

the vacuum vector is invariant; the action of AutO on g̃ ⊗ K is understood in

the topological sense, i.e., Aut(O⊗̂R) acts on g̃ ⊗ K⊗̂R for any commutative

C-algebra R.) Consider the DX -algebra

z = zg := zg(O)X

corresponding to the commutative (AutO)-algebra zg(O) (see 2.6.5, 2.6.6).

Its fibers are the algebras zx from 2.5.1. A standard argument shows that

when x ∈ X varies the morphisms hx from 2.5.4 define a morphism of OX -

algebras h : z → Γ(BunG, D′)X .

2.7.3. Horizontality Theorem. h is horizontal, i.e., it is a morphism of DX -

algebras.

For a proof see 2.8.

2.7.4. Set

z(X) = zg(X) := H∇(X, z) .(27)
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According to 2.6.2(i) the DX -algebra morphism h induces a C-algebra

morphism

hX : z(X) → Γ(BunG, D′)

We are going to show that (z(X), hX) is a solution to the quantization

problem from 2.2.5. Before doing this we have to define the filtration on

z(X) and the isomorphism σz(X) : gr z(X) ∼−→ zcl(X).

The canonical filtration on zg(O) is AutO-invariant and the isomorphism

σz(O) : gr zg(O)→∼ zcl
g (O) (see 2.5.2(ii)) is compatible with AutO-actions.

Therefore z carries a horizontal filtration and we have the isomorphism of

DX -algebras

σz : gr z→∼ zcl

which reduces to the isomorphism σzx from 2.5.2(ii) at each fiber. The

image of this filtration by θz : z � H∇(X, z)X = z(X)X is a horizontal

filtration on z(X)X which is the same as a filtration on z(X). Consider the

surjective morphism of graded DX -algebras (gr θz)σ−1
z : zcl � gr z(X)X . By

adjunction (see (22)) it defines the surjective morphism of graded C-algebras

j : zcl(X) = H∇
(
X, zcl

)
� gr z(X).

Note that hX is compatible with filtrations, and we have the commutative

diagram

zcl(X)
hcl

X
↪→ Γ(BunG, P )

j
�

↪→σBunG

gr z(X)
gr hX−→ gr Γ(BunG, D′)

(28)

Therefore j is an isomorphism and grhX (hence hX) is injective. Define

σz(X) : gr z(X) ∼−→ zcl(X) by σz(X) := j−1. The triple (z(X), hX , σz(X)) is a

solution to the quantization problem from 2.2.5.

2.7.5. Let us prove Theorem 2.5.5 and compare z(x)(X) from 2.5.5 with

z(X). Clearly hx = hX · θzx where θzx : zx → z(X) was defined in

Proposition 2.6.2(ii). θzx is surjective (see 2.6.2(ii)) and strictly compatible
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with filtrations (see the definition of the filtration on z(X) in 2.7.4). hX

is injective and strictly compatible with filtrations (see the end of 2.7.4).

So hx is strictly compatible with filtrations (which is precisely Theorem

2.5.5) and hX induces an isomorphism between the filtered algebras z(X)

and z(x)(X) := hx(zx).

2.8. Horizontality. In this subsection we introduce DX -structure on some

natural moduli schemes and prove the horizontality theorem 2.7.3 modulo

certain details explained in 4.4.14. The reader may skip this subsection for

the moment.

In 2.8.1–2.8.2 we sketch a proof of Theorem 2.7.3. The method of 2.8.2 is

slightly modified in 2.8.3. In 2.8.4–2.8.5 we explain some details and refer

to 4.4.14 for the rest of them. In 2.8.6 we consider very briefly the ramified

situation.

2.8.1. Let us construct the morphism h from Theorem 2.7.3.

Recall that the construction of hx from 2.5.3–2.5.4 involves the scheme

BunG,x, i.e., the moduli scheme of G-bundles on X trivialized over the formal

neighbourhood of x. It also involves the action of the Harish-Chandra pair

(g⊗Kx, G(Ox)) on BunG,x and its lifting to the action of (g̃ ⊗ Kx, G(Ox)) on

the line bundle π∗
xωBunG

where πx is the natural morphism BunG,x → BunG.

These actions come from the action of the group ind-scheme G(Kx) on

BunG,x and its lifting to the action of a certain central extension11 Ĝ(Kx)

on π∗
xωBunG

.

To construct h one has to organize the above objects depending on x

into families. One defines in the obvious way a scheme M over X whose

fiber over x equals BunG,x. One defines a group scheme J(G) over X and a

group ind-scheme Jmer(G) over X whose fibers over x are respectively G(Ox)

and G(Kx). J(G) is the scheme of jets of functions X → G and Jmer(G)

is the ind-scheme of “meromorphic jets”. Jmer(G) acts on M . Finally one

11This extension was mentioned (rather than defined) in the Remark from 2.5.3. This

is enough for the sketch we are giving.



36 A. BEILINSON AND V. DRINFELD

defines a central extension Ĵmer(G) and its action on π∗ωBunG
where π is the

natural morphism M → BunG. These data being defined the construction

of h : z → Γ(BunG, D′)X is quite similar to that of hx (see 2.5.3–2.5.4).

2.8.2. The crucial observation is that there are canonical connections along

X on J(G), Jmer(G), Ĵmer(G), M and π∗ωBunG
such that the action of

Jmer(G) on M and the action of Ĵmer(G) on π∗ωBunG
are horizontal. This

implies the horizontality of h.

For an X-scheme Y we denote by J Y the scheme of jets of sections

X → Y . It is well known (and more or less explained in 2.6.3) that J Y

has a canonical connection along X (i.e., J Y is a DX -scheme in the sense

of 2.6.1). In particular this applies to J(G) = J (G×X). If F is a principal

G-bundle over X then the fiber of π : M → BunG over F equals JF , so it is

equipped with a connection along X. One can show that these connections

come from a connection along X on M .

To define the connection on M as well as the other connections it is

convenient to use Grothendieck’s approach [Gr68]. According to [Gr68] a

connection (=integrable connection = “stratification”) along X on an X-

scheme Z is a collection of bijections ϕαβ : Morα(S, Z) ∼−→ Morβ(S, Z) for

every scheme S and every pair of infinitely close “points” α, β : S → X

(here Morα(S, Z) is the preimage of α in Mor(S, Z) and “infinitely close”

means that the restrictions of α and β to Sred coincide); the bijections ϕαβ

are required to be functorial with respect to S and to satisfy the equation

ϕβγϕαβ = ϕαγ .

For instance, if Z is the jet scheme of a scheme Y over X then

Morα(S, Z) := MorX(S′
α, Y ) where S′

α is the formal neighbourhood of the

graph Γα ⊂ S ×X and the morphism S′
α → X is induced by the projection

prX : S × X → X. It is easy to show that if α and β are infinitely close

then S′
α = S′

β, so we obtain a connection along X on Z. One can show that

it coincides with the connection defined in 2.6.3.
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The connections along X on Jmer(G), Ĵmer(G), and M are defined in the

similar way. The horizontality of the action of Jmer(G) on M and the action

of Ĵmer(G) on π∗ωBunG
easily follows from the definitions.

2.8.3. The method described in 2.8.2 can be modified as follows. Recall

that O := C[[t]], K := C((t)); AutO and X∧ were defined in 2.6.5. Set

M∧ = M ×X X∧. So M∧ is the moduli space of quadruples (x, tx,F , γx)

where x ∈ X, tx is a formal parameter at x, F is a G-torsor on X, γx

is a section of F over the formal neighbourhood of x. The group ind-

scheme G(K) acts on the fiber of M∧ over any x̂ ∈ X∧ (indeed, this

fiber coincides with BunG,x where x is the image of x̂ in X, so G(Kx) acts

on the fiber; on the other hand the formal parameter at x corresponding

to x̂ defines an isomorphism Kx
∼−→ K). Actually G(K) acts on M∧

(see 2.8.4) and the central extension Ĝ(K) acts on π̂∗ωBunG
where π̂ is

the natural morphism M∧ → BunG. This action induces a morphism

ĥ : zg(O) → Γ(X∧,OX∧) ⊗ Γ(BunG, D′) (see 2.7.2 for the definition of

zg(O)).

On the other hand the action of AutO on X∧ from 2.6.5 lifts canonically

to its action on M∧ (see 2.8.4) and the sheaf π̂∗ωBunG
. The actions

of AutO and Ĝ(K) on π̂∗ωBunG
are compatible in the obvious sense.

Therefore ĥ is AutO-equivariant. So ĥ induces a horizontal morphism

h : z = zg(O)X → Γ(BunG, D′)X .

2.8.4. To turn the sketch from 2.8.3 into a proof of Theorem 2.7.3 we

first of all give a precise definition of the action of the semidirect product

AutO � G(K) on M∧. Let R be a C-algebra. By definition, an R-

point of M∧ is a triple (α,F , γ) where α : SpecR⊗̂O → X ⊗ R is an

R-morphism whose differential does not vanish over any point of SpecR,

F is a G-torsor on X ⊗ R, and γ is a section of α∗F . Let Γα denote

the graph of the composition SpecR → Spec R⊗̂O
α→X ⊗ R and α′ the

morphism SpecR⊗̂K → (X ⊗ R) \ Γα induced by α. According to
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Beauville and Laszlo12 (see 2.3.7 and 2.3.4) R-points of M∧ are in one-to-one

correspondence with triples (α,F ′, γ′) where α is as above, F ′ is a G-torsor

on (X ⊗R) \Γα, and γ′ is a section of α′∗F ′ (of course, F ′ is the restriction

of F , γ′ is the restriction of γ). This interpretation shows that G(R⊗̂K) and

Aut(R⊗̂O) act on M∧(R): the action of G(R⊗̂K) changes γ′ and the action

of Aut(R⊗̂O) changes α (if α is replaced by α◦ϕ, ϕ ∈ Aut SpecR⊗̂O, then

Γα changes as a subscheme of X ⊗ R but not as a subset, so (X ⊗ R) \ Γα

remains unchanged). Thus we obtain the action of AutO � G(K) on M∧

mentioned in 2.8.3.

2.8.5. According to 2.8.4 AutO acts on M∧ considered as a scheme over

BunG. So AutO acts on π̂∗ωBunG
. In 2.5.3 we mentioned the canonical

action of Ĝ(Kx) on the pullback of ωBunG
to BunG,x. So Ĝ(K) acts on the

restriction of π̂∗ωBunG
to the fiber of M∧ over any x̂ ∈ X∧. As explained in

2.8.3, to finish the proof of 2.7.3 it suffices to show that

(i) the actions of Ĝ(K) corresponding to various x̂ ∈ X∧ come from an

(obviously unique) action of Ĝ(K) on π̂∗ωBunG
,

(ii) this action is compatible with that of AutO.

To prove (i) and (ii) it is necessary (and almost sufficient) to define the

central extension Ĝ(Kx) and its action on the pullback of ωBunG
to BunG,x.

The interested reader can do it using, e.g., [BLa94].

Instead of proving (i) and (ii) we will prove in 4.4.14 a similar statement

for a square root of ωBunG
(because we need the square roots of ωBunG

to

formulate and prove Theorem 5.4.5, which is the main result of this work).

More precisely, for any square root L of ωX one defines a line bundle λ′
L on

BunG, which is essentially a square root of ωBunG
(see 4.4.1). One constructs

a central extension13 G̃(Kx)L acting on the pullback of λ′
L to BunG,x (see

4.4.7 – 4.4.8). The morphism hx : zx → Γ(BunG, D′) from 2.5.4 can be

12The normal bundle of Γα ⊂ X ⊗R is trivial, so according to 2.3.7 one can apply the

main theorem of [BLa95] rather than its globalized version.

13In fact, this extension is a square root of Ĝ(Kx).
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naturally defined using this action (see 4.4.12 – 4.4.13). Finally, in 4.4.14

we prove the analog of the above statements (i) and (ii) for λ′
L, which implies

the horizontality theorem 2.7.3.

2.8.6. Let ∆ ⊂ X be a finite subscheme. Denote by BunG,∆ the stack of G-

bundles on X trivialized over ∆. Denote by D′ the sheaf DY,Lλ from 1.1.6 for

Y = BunG,∆, L = the pullback of ωBunG
, λ = 1/2. Just as in the case ∆ = ∅

one defines a horizontal morphism h : zX\∆ → Γ(BunG,∆, D′)⊗OX\∆ where

zX\∆ is the restriction of z to X\∆. h induces an injection Γ(N,ON ) →
Γ(BunG,∆, D′) where N = N∆(G) is a closed subscheme of the ind-scheme

N ′
∆(G) of horizontal sections of Spec zX\∆.

Problem. Describe N∆(G) explicitly.

We are going to indicate the geometric objects used in the solution of the

problem. Since we do not explain the details of the solution one can read the

rest of this subsection without knowing the answer to the problem, which

can be found in 3.8.2.

For n ∈ Z+ denote by M∆,n the stack of triples consisting of a point

x ∈ X, a G-bundle F on X, and a trivialization of F over ∆ + nx (here

we identify finite subshemes of X with effective divisors, so ∆ + nx makes

sense). M∆,n is an algebraic stack and M∆ := lim
←−
n

M∆,n is a scheme over X.

Remark. Let M∆,x be the fiber of M∆ over x ∈ X. If x ∈ X\∆ then

M∆,x is the moduli scheme of G-bundles trivialized over ∆ and the formal

neighbourhood of x. If x ∈ ∆ then M∆,x = M∆\{x},x.

Consider the “congruence subgroup” scheme G∆ defined as follows: G∆

is a scheme flat over X such that for any scheme S flat over X

MorX(S, G∆) = {f : S → G such that f |∆S
= 1}

where ∆S is the preimage of ∆ in S. G∆ is a group scheme over X. A

G-bundle on X trivialized over ∆ is the same as a G∆-bundle (this becomes
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clear if G-bundles and G∆-bundles are considered as torsors for the étale

topology). So BunG,∆ is the stack of G∆-bundles.

One can show that if D ⊂ X is a finite subscheme and ∆+D is understood

in the sense of divisors then for every scheme S flat over X

MorX(S, G∆+D) = {f ∈ MorX(S, G∆) such that f |DS
= 1}

Therefore a G-bundle on X trivialized over ∆ + D is the same as a

G∆-bundle trivialized over D. So M∆ is the moduli scheme of triples

consisting of a point x ∈ X, a G∆-bundle on X, and its trivialization

over the formal neighbourhood of x. Now one can easily define a canonical

action of Jmer(G∆) on M∆ where Jmer(G∆) is the group ind-scheme of

“meromorphic jets” of sections X → G∆. Jmer(G∆) and M∆ are equipped

with connections along X and the above action is horizontal. And so on...

Remarks

(i) If ∆ �= ∅ the method of 2.8.3 does not allow to avoid using group

ind-schemes over X.

(ii) There are pitfalls connected with infinite dimensional schemes and ind-

schemes like M∆ or Jmer(G∆). Here is an example. The morphism

G∆ → G := G∅ = G × X induces f : Jmer(G∆) → Jmer(G). This f

induces an isomorphism of the fibers over any point x ∈ X (the fiber

of Jmer(G∆) over x is G(Kx), it does not depend on ∆). But if ∆ �= ∅
then f is not an isomorphism, nor even a monomorphism.

2.9. Commutativity of zg(O). The algebras zg(O) and zx = zg(Ox) were

defined in 2.5.1 and 2.7.2 (of course they are isomorphic). Feigin and Frenkel

proved in [FF92] that zg(O) is commutative. In this subsection we give two

proofs of the commutativity of zg(O): the global one (see 2.9.1–2.9.2) and

the local one (see 2.9.3–2.9.5). The latter is in fact a version of the original

proof from [FF92].

The reader may skip this subsection for the moment. We will not use

2.9.1–2.9.2 in the rest of the paper.
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2.9.1. Let us prove that

[hx(zx), hy(zy)] = 0(29)

(see 2.5.4 for the definition of hx : zx → Γ(BunG, D′) ). Since zx is the

fiber at x of the OX -algebra z = zg(O)X and hx comes from the OX -algebra

morphism h : z → OX ⊗ Γ(BunG, D′) it is enough to prove (29) for x �= y.

Denote by BunG,x,y the moduli scheme of G-bundles on X trivialized over

the formal neighbourhoods of x and y. G(Kx)×G(Ky) acts on BunG,x,y. In

particular the Harish-Chandra pair ((g ⊗ Kx) × (g ⊗ Ky), G(Ox) × G(Oy))

acts on BunG,x,y. This action lifts canonically to an action of ((g̃ ⊗ Kx) ×
(g̃ ⊗ Ky), G(Ox) × G(Oy)) on the pullback of ωBunG

to BunG,x,y such that

1x ∈ g⊗Kx and 1y ∈ g⊗Ky act as multiplication by 2 and G(Ox)×G(Oy)

acts in the obvious way. The action of G(Ox)×G(Oy) on BunG,x,y satisfies

condition (16) from 1.2.6 and the quotient stack equals BunG. So according

to 1.2.5 we have a canonical morphism hx,y : zx ⊗ zy → Γ(BunG, D′). Its

restrictions to zx and zy are equal to hx and hy. So (29) is obvious.

2.9.2. Let us prove the commutativity of zg(O). Suppose that a ∈
[zg(O), zg(O)], a �= 0. If x = y then (29) means that hx(zx) is commutative.

So for any X, x ∈ X, and f : O
∼−→ Ox one has hx(f∗(a)) = 0. Let

ā ∈ zcl
g (O) be the principal symbol of a. Then for any X, x, f as above

one has hcl
x (f∗(ā)) = 0 (see 2.4.3 for the definition and geometric description

of hcl
x : zcl

x → Γ(BunG, P ) = Γ(T ∗BunG,O). This means that ā considered

as a polynomial function on g∗ ⊗ ωO (see 2.4.1) has the following property:

for any X, x as above, any G-bundle F on X trivialized over the formal

neighbourhood of x, and any isomorphism Ox
∼−→ O the restriction of ā

to the image of the map H0(X, g∗F ⊗ ωX) → g∗ ⊗ ωOx

∼−→ g∗ ⊗ ωO is

zero. There is an n such that ā comes from a function on g∗ ⊗ (ωO/mnωO)

where m is the maximal ideal of O. Choose X and x so that the mapping

H0(X, ωX) → ωOx/mn
xωOx is surjective and let F be the trivial bundle. Then
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the map H0(X, g∗F ⊗ ωX) → g∗ ⊗ (ωOx/mn
xωOx) is surjective and therefore

ā = 0, i.e., a contradiction.

Remark. Let BunG,∆ be the stack of G-bundles on X trivialized over a

finite subscheme ∆ ⊂ X. To deduce from (29) the commutativity of zg(O)

one can use the natural homomorphism from zx, x �∈ ∆, to the ring of twisted

differential operators on BunG,∆. Then instead of choosing (X, x) as in the

above proof one can fix (X, x) and take ∆ big enough.

2.9.3. Denote by Z the center of the completed twisted universal enveloping

algebra U
′(g ⊗ K), K := C((t)) ⊃ C[[t]] = O. In [FF92] Feigin and Frenkel

deduce the commutativity of zg(O) from the surjectivity of the natural

homomorphism f : Z → zg(O). We will present a proof of the surjectivity

of f which can be considered as a geometric version of the one from [FF92]

and also as a “quantization” of the remark at the end of 2.4.2. The relation

with [FF92] and 2.4.2 will be explained in 2.9.7 and 2.9.8.

Remark. In the definition of the central extension of g ⊗ K (see 2.5.1)

and therefore in the definition of Z and zg(O) we used the “critical” bilinear

form c defined by (18). In the proof of the surjectivity of f one can assume

that c is any invariant symmetric bilinear form on g and g is any finite

dimensional Lie algebra. On the other hand it is known that if g is simple

and c is non-critical then the corresponding algebra zg(O) is trivial (see ???).

2.9.4. We need the interpretation of U
′ := U

′(g⊗K) from [BD94]. Denote

by U ′ the non-completed twisted universal enveloping algebra of g⊗K. For

n ≥ 0 let In be the left ideal of U ′ generated by g ⊗ mn ⊂ g ⊗ O ⊂ U ′.

By definition, U
′ := lim

←−
n

U ′/In. Let U ′
k be the standard filtration of U ′ and

U
′
k the closure of U ′

k in U
′, i.e., U

′
k := lim

←−
n

U ′
k/In,k, In,k := In ∩ U ′

k. The

main theorem of [BD94] identifies the dual space (U ′
k/In,k)∗ with a certain

topological vector space Ωn,k. So

U ′
k/In,k = (Ωn,k)∗ , U

′
k = (Ωk)∗(30)



HITCHIN’S INTEGRABLE SYSTEM 43

where Ωk = lim
−→
n

Ωn,k and ∗ denotes the topological dual.

To define Ωn,k we need some notation. Denote by Or (resp. ωO
r ) the

completed tensor product of r copies of O (resp. of ωO). Set ωK
r =

ωO
r

⊗
Or

Kr where Kr is the field of fractions of Or. We identify Or with

C[[t1, . . . , tr]] and write elements of ωK
r as f(t1, . . . , tr) dt1 . . . dtr where f

belongs to the field of fractions of C[[t1, . . . , tr]].

Definition. Ωn,k is the set of (k+1)-tuples (w0, . . . , wk), wr ∈ (g∗)⊗r⊗ωK
r ,

such that

1) wr is invariant with respect to the action of the symmetric group Sr

(Sr acts both on (g∗)⊗r and ωK
r );

2) wr has poles of order ≤ n at the hyperplanes ti = 0, 1 ≤ i ≤ r, poles

of order ≤ 2 at the hyperplanes ti = tj , 1 ≤ i < j ≤ r, and no other

poles;

3) if wr = fr(t1, . . . , tr) dt1 . . . dtr, r ≥ 2, then

fr(t1 . . . , tr) =
fr−2(t1, . . . , tr−2) ⊗ c

(tr−1 − tr)2

+
ϕ∗(fr−1(t1, . . . , tr−1))

tr−1 − tr
+ · · ·

(31)

Here c ∈ g∗ ⊗ g∗ is the bilinear form used in the definition of the central

extension of g ⊗ K, ϕ∗ : (g∗)⊗(r−1) → (g∗)⊗r is dual to the mapping

ϕ : g⊗r → g⊗(r−1) given by ϕ(a1 ⊗ . . . ⊗ ar) = a1 ⊗ . . . ⊗ ar−2 ⊗ [ar−1, ar]

and the dots in (31) denote an expression which does not have a pole at the

generic point of the hyperplane tr−1 = tr.

The topology on Ωn,k is induced by the embedding Ωn,k ↪→
∏

0≤r≤k

(g∗)⊗r ⊗

ΩO
r given by (w0, . . . , wk) 
→ (η0, . . . , ηk), ηr =

∏
i
tni ·

∏
i<j

(ti − tj)2 · wr.

Let us explain that in (31) we consider fr as a function with values in

(g∗)⊗r.

We will not need the explicit formula from [BD94] for the isomorphism

(30). Let us only mention that according to Proposition 5 from [BD94] the
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adjoint action of g⊗K on U
′
k induces via (30) the following action of g⊗K

on Ωk : a ∈ g ⊗ K sends (w0, . . . , wk) ∈ Ωk to (0, w′′
1 , . . . , w′′

k) where

w′′
r =

1
(r − 1) !

Sym w′
r ,

w′
r(t1, . . . , tr) := (id⊗ . . . ⊗ id⊗ ada(tr))wr(t1, . . . , tr)

− wr−1(t1, . . . , tr−1) ⊗ c · da(tr) .

Here Sym denotes the symmetrization operator (without the factor 1/r!),

ada(tr) : g∗ → g∗ is the operator corresponding to a(tr) in the coadjoint

representation, and c : g → g∗ is the bilinear form of g.

Remark. Suppose that c = 0 and g is commutative. Then U ′
k/In,k =⊕k

r=0 Symr(g ⊗ K/mn) and Ωn,k =
⊕k

r=0 Symr(g∗ ⊗ m−nωO) where Symr

denotes the completed symmetric power. The isomorphism U ′
k/In,k

∼−→
(Ωn,k)∗ is the identification of Sym(g⊗K/mn) with the space of polynomial

functions on g∗ ⊗ m−nωO used in 2.4.1 and 2.4.2.

2.9.5. According to 2.9.4 to prove the surjectivity of f : Z → zg(O) it

is enough to show that any (g ⊗ O)-invariant continuous linear functional

l : Ω0,k → C can be extended to a (g ⊗ K)-invariant continuous linear

functional Ωk → C. Consider the continuous linear operator

T : Ωk → C((ζ))⊗̂Ω0,k =
{ ∞∑

n=−∞
anζn|an ∈ Ω0,k , an → 0 for n → −∞

}
defined by

T (w0, . . . , wk) = (ŵ0, . . . , ŵk) , ŵr = wr(ζ + t1, . . . , ζ + tr)(32)

where wr(ζ + t1, . . . , ζ + tr) is considered as an element of

∆−1C((ζ))[[t1, . . . , tn]] dt1 . . . dtn = C((ζ))⊗̂∆−1C[[t1, . . . , tn]] dt1 . . . dtn ,

∆ :=
∏

1≤i<j≤r

(ti − tj)2 .

If l ∈ (Ω0,k)∗ let l̄ : Ωk → C((ζ)) be the composition of T : Ωk →
C((ζ))⊗̂Ω0,k and id⊗l : C((ζ))⊗̂Ω0,k → C((ζ)). Write l̄ as

∑
i
liζ

i, li ∈ (Ωk)∗.
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If l is g ⊗ O-invariant then the functionals li are g ⊗ K-invariant. Besides

l0|Ω0,k
= l.

Remark. Let G be an algebraic group such that LieG = g. Then G(K)

acts on our central extension of g⊗K (see (19)), so it acts on U
′
k; moreover,

G(O) acts on U ′
k/In,k. Therefore G(K) acts on Ωk and G(O) acts on Ωn,k. In

the above situation if l is G(O)-invariant then the functionals li are G(K)-

invariant (see formula (24) from [BD94] for the action of G(K) on Ωk).

Notice that if G is connected G(K) is not necessarily connected, so G(K)-

invariance does not follow immediately from (g ⊗ K)-invariance.

2.9.6. Since l̄ is continuous li → 0 for i → −∞ (i.e., for every n we have

l−i(Ωn,k) = 0 if i is big enough). So the map l 
→ l̄ can be considered as a

map from U ′
k/I0,k to Wk := {

∞∑
i=−∞

aiζ
i|ai ∈ U

′
k , ai → 0 for i → −∞}. These

maps define an operator

Φ : Vac′ → W :=
⋃
k

Wk(33)

where Vac′ = U ′/I0 is the twisted vacuum module. As explained in 2.9.5, Φ

induces a map

zg(O) → Z⊗̂C((ζ)) := {
∞∑

i=−∞
aiζ

i|ai ∈ Z , ai → 0 for i → −∞} .(34)

One can prove that (34) is a ring homomorphism (see ???). It is easy to

see that the composition of (34) and the projection Z⊗̂C((ζ)) → zg(O)((ζ))

maps zg(O) to zg(O)[[ζ]] and the composition zg(O) → zg(O)[[ζ]]
ζ=0−→zg(O) is

the identity.

Remark. Let G be a connected algebraic group such that LieG = g. Then

all elements of the image of (34) are G(K)-invariant (see the remark from

2.9.5).

2.9.7. One can show that (33) coincides with the operator F : Vac′ → W

constructed by Feigin and Frenkel (see the proof of Lemma 1 from [FF92])

and therefore 2.9.5 is just a version of a part of [FF92].
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The definition of F from [FF92] can be reformulated as follows. Set

W+
k := U

′
k((ζ)), W−

k := {
∑
i
aiζ

i ∈ Wk|a−i = 0 for i big enough}. Define

W± ⊂ W by W± =
⋃
k

W±
k . W+ and W− have natural algebra structures and

W has a natural structure of (W+, W−)-bimodule (W is a left W+-module

and a right W−-module). Consider the linear maps ϕ± : g̃ ⊗ K → W± such

that

ϕ+(1) = 1 , ϕ−(1) = 0

and for a ∈ g((t)) = g ⊗ K ⊂ g̃ ⊗ K

ϕ+(a) = a(t − ζ) ∈ g((t))((ζ)) , ϕ−(a) = a(t − ζ) ∈ g((ζ))((t)) .

It is easy to show that ϕ± are Lie algebra homomorphisms. Consider the

g̃ ⊗ K-module structure on W defined by a ◦ w := ϕ+(a)w − wϕ−(a), a ∈
g̃ ⊗ K, w ∈ W . Then F : Vac′ → W is the g̃ ⊗ K-module homomorphism

that maps the vacuum vector from Vac′ to 1 ∈ W .

2.9.8. Let us explain the relation between (34) and its classical analog from

2.4.2.

U
′ is equipped with the standard filtration U

′
k (see 2.9.4). It induces

the filtration Zk := Z ∩ Uk. We identify grk U
′ := U

′
k/U

′
k−1 with the

completion of Symk(g ⊗ K), i.e., the space of homogeneous polynomial

functions g∗ ⊗ ωK → C of degree k where ωK := ωO ⊗O K (a function f on

g∗ ⊗ ωK is said to be polynomial if for every n its restriction to g∗ ⊗ m−n

is polynomial, i.e., comes from a polynomial function on g∗ ⊗ (m−n/mN )

for some N depending on n). Denote by Zcl the algebra of g ⊗ K-invariant

polynomial functions on g∗ ⊗ ωK . Clearly the image of grZ in grU
′ is

contained in Zcl.

The filtration of Z induces a filtration of Z⊗̂C((ζ)) and the map (34)

is compatible with the filtrations. We claim that the following diagram is
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commutative:

grk zg(O) −→ grk Z⊗̂C((ζ))

σ
� �

zcl
g (O) ν−→ Zcl⊗̂C((ζ))

(35)

Here the upper arrow is induced by (34), zcl
g (O) was defined in 2.4.1, σ is

the symbol map from 1.2.5, and ν is defined by

ν(f) := h(ζ) , (h(ζ))(ϕ) := f(ϕ(ζ + t))

f ∈ zcl
g (O) , ϕ ∈ g∗ ⊗ ωK , ϕ(ζ + t) ∈ g∗((ζ))[[t]]dt = (g∗ ⊗ ωO)⊗̂C((ζ)) .

(36)

Here zcl
g (O) is identified with the algebra of g ⊗ O-invariant polynomial

functions on g∗ ⊗ ωO (cf.2.4.1). The map ν was considered in the Remark

from 2.4.2.

The commutativity of (35) follows from the commutativity of the diagram

(U ′
k/In,k)∗

∼−→ Ωn,k

σ∗
� �

(Symk(g ⊗ K/g ⊗ mn))∗ ∼−→ ((m−nωO)⊗k)Sk

(37)

Here the upper arrow is dual to (30), σ : U ′
k/In,k → Symk(g⊗K/g⊗mn) is

the symbol map, and the right vertical arrow is defined by w 
→ (0, . . . , 0, w).

The commutativity of (37) is an immediate consequence of the definition of

(30); see [BD94].

2.10. Geometry of T ∗BunG. This subsection should be considered as

an appendix; the reader may certainly skip it.

Set Nilp = Nilp(G) := p−1(0) where p : T ∗BunG → Hitch(X) is the

Hitchin fibration (see 2.2.3). Nilp was introduced in [La87] and [La88]

under the name of global nilpotent cone (if F is a G-bundle on X and

η ∈ T ∗
FBunG = H0(X, g∗F ⊗ ωX) then (F , η) ∈ Nilp if and only if the image

of η in H0(X, gF ⊗ ωX) is nilpotent).
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In 2.10.1 we show that Proposition 2.2.4 (iii) easily follows from the

equality

dim Nilp = dim BunG .(38)

We also deduce from (38) that BunG is good in the sense of 1.1.1. The

equality (38) was proved by Faltings and Ginzburg; in the particular case

G = PSLn it had been proved by Laumon. In 2.10.2 we give some comments

on their proofs. In 2.10.3 we discuss the set of irreducible components of

Nilp. In 2.10.4 we show that Nilp is equidimensional even if the genus of X

equals 0 or 1 (if g > 1 this follows from 2.2.4 (iii)). In 2.10.5 we prove that

BunG is very good in the sense of 1.1.1.

We will identify g and g∗ using an invariant scalar product on g.

2.10.1. Assuming (38) we are going to prove 2.2.4 (iii) and show that

BunG is good in the sense of 1.1.1. Let U ⊂ T ∗BunG be the biggest

open substack such that dimU ≤ 2 dim BunG. (38) means that the fiber

of p : T ∗BunG → Hitch(X) over 0 has dimension dim BunG. Since

dim Hitch(X) = dim BunG this implies that U ⊃ p−1(0). U is invariant with

respect to the natural action of Gm on T ∗BunG. Therefore U = T ∗BunG.

So dimT ∗BunG ≤ 2 dim BunG. According to 1.1.1 this means that BunG

is good and T ∗BunG is a locally complete intersection of pure dimension

2 dim BunG.

For an open V ⊂ T ∗BunG the following properties are equivalent: 1) the

restriction of p to V is flat, 2) the fibers of this restriction have dimension

dim BunG. Let Vmax be the maximal V with these properties. Vmax is Gm-

invariant and according to (38) Vmax ⊃ p−1(0). So Vmax = T ∗BunG and we

have proved the first statement of 2.2.4 (iii). It implies that the image of

pγ is open. On the other hand it is Gm-invariant and contains 0. So pγ is

surjective. QED.
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Since Nilp contains the zero section of T ∗BunG (38) follows from the

inequality dim Nilp ≤ dim BunG, which was obtained in [La88], [Fal93],

[Gi97] as a corollary of the following theorem.

2.10.2. Theorem. ([La88], [Fal93], [Gi97]). Nilp is isotropic.

Remarks

(i) Let us explain that a subscheme N of a smooth symplectic variety M

is said to be isotropic if any smooth subvariety of N is isotropic. One

can show that N is isotropic if and only if the set of nonsingular points

of Nred is isotropic. N is said to be Lagrangian if it is isotropic and

dimx N =
1
2

dimx M for all x ∈ N . If Y is a smooth algebraic stack

then a substack N ⊂ T ∗Y is said to be isotropic (resp. Lagrangian) if

N ×Y S ⊂ (T ∗Y)×Y S ⊂ T ∗S is isotropic (resp. Lagrangian) for some

presentation14

S → Y (then it is true for all presentations S → Y).

(ii) The proofs of Theorem 2.10.2 given in [Fal93] and [Gi97] do not use

the assumption g > 1 where g is the genus of X. If g > 1 then

Faltings and Ginzburg show that Nilp is Lagrangian. Their argument

was explained in 2.10.1: (38) implies that Nilp has pure dimension

dim BunG. In 2.10.1 we used the equality dim Hitch(X) = dim BunG,

which holds only if g > 1. In fact Nilp is Lagrangian even if g = 0, 1

(see 2.10.4).

(iii) Since Nilp ⊂ T ∗BunG is Lagrangian and Gm-invariant it is a union

of conormal bundles to certain reduced irreducible closed substacks of

BunG. For G = PSLn a description of some of these substacks was

obtained by Laumon (see §§3.8–3.9 from [La88]).

(iv) Ginzburg’s proof of Theorem 2.10.2 is based on the following interpre-

tation of Nilp in terms of π : BunB → BunG where B is a Borel sub-

group of G: if F ∈ BunG, η ∈ T ∗
FBunG then (F , η) ∈ Nilp if and only if

14A presentation of Y is a smooth surjective morphism S → Y where S is a scheme.
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there is an E ∈ π−1(F) such that the image of η in T ∗
E BunB equals 0.

This interpretation enables Ginzburg to prove Theorem 2.10.2 using

a simple and general argument from symplectic geometry (see §§6.5

from [Gi97]). Falting’s proof of Theorem 2.10.2 is also very nice and

short (see the first two paragraphs of the proof of Theorem II.5 from

[Fal93]).

(v) The proof of Theorem 2.10.2 for G = PSLn given in [La88] does

not work in the general case because it uses the following property

of g = sln: for every nilpotent A ∈ g there is a parabolic subgroup

P ⊂ G such that A belongs to the Lie algebra of the unipotent radical

U ⊂ P , the P -orbit of A is open in LieU , and the centralizer of A in G

is contained in P . This property holds for g = sln (e.g., one can take

for P the stabilizer of the flag 0 ⊂ KerA ⊂ KerA2 ⊂ . . . ) but not for

an arbitrary semisimple g (e.g., it does not hold if g = sp4 and A ∈ sp4

is a nilpotent operator of rank 1).

2.10.3. In this subsection we “describe” the set of irreducible components

of Nilp.

Recall that Nilp is the stack of pairs (F , η) where F is a G-bundle

on X and η ∈ H0(X, gF ⊗ ωX) = H0(X, g∗F ⊗ ωX) is nilpotent. For a

nilpotent conjugacy class C ⊂ g we have the locally closed substack NilpC

parametrizing pairs (F , η) such that η(x) ∈ C for generic x ∈ X.

Fix some e ∈ C and include it into an sl2-triple {e, f, h}. Let gk be the

decreasing filtration of g such that [h, gk] ⊂ gk and adh acts on gk/gk+1 as

multiplication by k. gk depend on e but not on h and f . Set p = pe := g0.

p is a parabolic subalgebra of g. Let P ⊂ G be the corresponding subgroup.

We have the map C → G/P that associates to a ∈ C the parabolic

subalgebra pa. Its fiber {a ∈ C|pa = p} (i.e., the P -orbit of e ∈ C) equals

g2 ∩ C; this is an open subset of g2. An element of g2 is said to be generic

if it belongs to g2 ∩ C.
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Let (F , η) ∈ NilpC , U := {x ∈ X|η(x) ∈ C}. The image of η ∈ Γ(U, CF ⊗
ωX) in Γ(U, (G/P )F ) extends to a section of (G/P )F over X. So we obtain

a P -structure on F . In terms of this P -structure η ∈ H0(X, g2
F ⊗ ωX) and

η(x) is generic for x ∈ U .

Denote by YC the stack of pairs (F , η) where F is a P -bundle on X and

η ∈ H0(X, g2
F ⊗ ωX) is such that η(x) is generic for almost all x ∈ X. For

a P -bundle F let degF ∈ Hom(P, Gm)∗ be the functional that associates

to ϕ : P → Gm the degree of the push-forward of F by ϕ. YC is the

disjoint union of open substacks Y u
C , u ∈ Hom(P, Gm)∗, parametrizing

pairs (F , η) ∈ YC such that degF = u. It is easy to show that for each

u ∈ Hom(P, Gm)∗ the natural morphism Y u
C → NilpC is a locally closed

embedding and the substacks Y u
C ⊂ NilpC form a stratification of NilpC .

Lemma.

1) Y u
C is a smooth equidimensional stack. dimY u

C ≤ dim BunG .

2) Let Y ∗
C be the union of connected components of YC of dimension

dim BunG. Then Y ∗
C is the stack of pairs (F , η) ∈ YC such that

adη : (g−1/g0)F → (g1/g2)F ⊗ ωX is an isomorphism.

Remark. (38) follows from the lemma.

Proof. The deformation theory of (F , η) ∈ Y u
C is controled by the

hypercohomology of the complex C· where C0 = pF = g0
F , C1 = g2

F ⊗ ωX ,

Ci = 0 for i �= 0, 1, and the differential d : C0 → C1 equals adη. Since

Coker d has finite support H2(X, C·) = 0. So YC is smooth and

dim(F ,η) YC = χ(g2
F ⊗ ωX) − χ(g0

F ) = −χ(gF/g
−1
F ) − χ(g0

F )

= −χ(gF ) + χ(g−1
F /g0

F ) = dim BunG + χ(g−1
F /g0

F ) .

Clearly χ(g−1
F /g0

F ) depends only on u = degF . The morphism adη :

g
−1
F /g0

F → (g1/g2)F ⊗ ωX is injective and its cokernel A has finite support.

So 2χ(g−1
F /g0

F ) = χ(g−1
F /g0

F ) − χ((g1/g2)F ⊗ ωX) = −χ(A) ≤ 0 and

χ(g−1
F /g0

F ) = 0 if and only if A = 0.
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Since Nilp has pure dimension dim BunG the lemma implies that the

irreducible components of Nilp are parametrized by
⊔
C

π0(Y ∗
C).

π0(Y ∗
C) can be identified with π0 of a simpler stack MC defined as

follows. Set L = P/U where U is the unipotent radical of P . L acts on

V := g2/g3. Denote by Di the set of a ∈ V such that the determinant of

(ada)i : g−i/g−i+1 → gi/gi+1 equals 0. Di ⊂ V is an L-invariant closed

subset of pure codimension 1. An element of g2 is generic if and only

if its image in V does not belong to D2. Therefore Di ⊂ D2 for all i.

Denote by MC the stack of pairs (F , η) where F is an L-bundle on X and

η ∈ H0(X, VF ⊗ ωX) is such that η(x) �∈ D1 for all x ∈ X and η(x) �∈ D2

for generic x ∈ X. It is easy to see that the natural morphism Y ∗
C → MC

induces a bijection π0(Y ∗
C) → π0(MC).

So irreducible components of Nilp are parametrized by
⊔
C

π0(MC).

Hopefully π0(MC) can be described in terms of “standard” objects

associated to C and X . . .

Remark. If G = PSLn then NilpC has pure dimension dim BunG for every

nilpotent conjugacy class C ⊂ sln (see [La88]). This is not true, e.g., if

G = Sp4 and C is the set of nilpotent matrices from sp4 of rank 1. Indeed,

let (F , η) ∈ YC be such that η ∈ H0(X, g2
F⊗ωX) has only simple zeros. Then

it is easy to show that the morphism YC → NilpC is an open embedding

in a neighbourhood of (F , η). On the other hand it follows from the above

lemma that if η has a zero then the dimension of YC at (F , η) is less than

BunG.

2.10.4. Theorem. Nilp is Lagrangian.

In this theorem we do not assume that g > 1.

Proof. As explained in Remark (ii) from 2.10.2 we only have to show that

Nilp has pure dimension dim BunG for g ≤ 1.

1) Let g = 0. Then Nilp = T ∗BunG. A quasicompact open substack of

BunG can be represented as H\M where M is a smooth variety and H is an
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algebraic group acting on M . Then T ∗(H\M) = H\N where N ⊂ T ∗M is

the union of the conormal bundles of the orbits of H. Each conormal bundle

has pure dimension dimM and since g = 0 the number of H-orbits is finite.

Remark. Essentially the same argument shows that for any smooth

algebraic stack Y the dimension of T ∗Y at each point is ≥ dimY. If

g = 0 and Y = BunG then T ∗Y = Nilp and dimT ∗Y = dimY according to

Theorem 2.10.2. So we have again proved Theorem 2.10.4 for g = 0.

2) Let g = 1. It is convenient to assume G reductive but not necessarily

semisimple (this is not really essential because Theorem 2.10.4 for reductive

G easily follows from the semisimple case).

Before proceeding to the proof let us recall the notions of semistability

and Shatz stratification. Fix a Borel subgroup B ⊂ G and denote by H its

maximal abelian quotient. Let P ⊂ G be a parabolic subgroup containing

B, L the maximal reductive quotient of P , Z the center of L. Let Γ (resp.

∆) be the set of simple roots of G (resp. L). The embedding Z ↪→ L

induces an isomorphism Hom(Z, Gm) ⊗ Q ∼−→ Hom(L, Gm) ⊗ Q. Denote

by p the composition Hom(H, Gm) → Hom(Z, Gm) → Hom(L, Gm) ⊗ Q =

Hom(P, Gm) ⊗ Q. We say that l ∈ Hom(P, Gm)∗ is strictly dominant if

l(p(α)) > 0 for α ∈ Γ\∆.

For a P -bundle F let degF ∈ Hom(P, Gm)∗ be the functional that

associates to ϕ : P → Gm the degree of the push-forward of F by ϕ.

A G-bundle is said to be semistable if it does not come from a P -bundle

of strictly dominant degree for any P �= G. Semistable G-bundles form

an open substack BunG
ss ⊂ BunG. Semistable G-bundles of fixed degree

d ∈ Hom(G, Gm) form an open substack BunG
ss,d ⊂ BunG

ss. If P ⊂ G

is a parabolic subgroup containing B and d ∈ Hom(P, Gm)∗ is strictly

dominant denote by Shatzd
P the stack of P -bundles F of degree d such

that the corresponding L-bundle is semistable. It is known that the natural

morphism Shatzd
P → BunG is a locally closed embedding and the substacks
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Shatzd
P for all P , d form a stratification of BunG, which is called the Shatz

stratification.

Denote by Nilpd
P (G) (resp. Nilpss(G), Nilpss,d(G)) the fibered product of

Nilp = Nilp(G) and Shatzd
P (resp. BunG

ss, BunG
ss,d) over BunG. To show

that Nilp(G) has pure dimension dim BunG = 0 it is enough to show that

Nilpd
P (G) has pure dimension 0 for each P and d. Let L be the maximal

reductive quotient of P , p := LieP , l := LieL. If F is a P -bundle of strictly

dominant degree such that the corresponding L-bundle F is semistable then

H0(X, gF ) = H0(X, pF ), so we have the natural map η 
→ η̄ from H0(X, gF )

to H0(X, lF ). Define π : Nilpd
P (G) → Nilpss,d(L) by (F , η) 
→ (F , η̄),

η ∈ H0(X, gF ⊗ ωX) = H0(X, gF ) (ωX is trivial because g = 1). Using

again that g = 1 one shows that π is smooth and its fibers are 0-dimensional

stacks. So it is enough to show that Nilpss(L) is of pure dimension 0.

A point of Nilpss(L) is a pair consisting of a semistable L-bundle F
and a nilpotent η ∈ H0(X, lF ). Since lF is a semistable vector bundle

adη : lF → lF has constant rank. So the conjugacy class of η(x) does not

depend on x ∈ X. For a nilpotent conjugacy class C ⊂ l denote by Nilpss
C (L)

the locally closed substack of Nilpss(L) parametrizing pairs (F , η) such that

η(x) ∈ C. It is enough to show that Nilpss
C (L) has pure dimension 0 for each

C. Let Z(A) ⊂ L be the centralizer of some A ∈ C, z(A) := LieZ(A). If

(F , η) ∈ Nilpss
C (L) then η ∈ Γ(X, CF ) = Γ(X, (G/Z(A))F ) defines a Z(A)-

structure on F . Thus we obtain an open embedding Nilpss
C (L) ↪→ BunZ(A).

Finally BunZ(A) has pure dimension 0 because for any Z(A)-bundle E one

has χ(z(A)E) = deg z(A)E = 0 (notice that since G/Z(A) = C has a G-

invariant symplectic structure the adjoint representation of Z(A) has trivial

determinant and therefore z(A)E is trivial).

2.10.5. Proof of Proposition 2.1.2. We must prove that (4) holds for Y =

BunG, i.e., codim{F ∈ BunG|dimH0(X, gF ) = n} > n for all n > 0. This
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is equivalent to proving that

dim(A(G)\A0(G)) < dim BunG(39)

where A(G) is the stack of pairs (F , s), F ∈ BunG, s ∈ H0(X, gF ), and

A0(G) ⊂ A(G) is the closed substack defined by the equation s = 0.

Set C := Spec(Sym g∗)G. This is the affine scheme quotient of g with

respect to the adjoint action of G; in fact C = W\h where h is a fixed

Cartan subalgebra of g and W is the Weyl group. The morphism g → C

induces a map H0(X, gF ) → Mor(X, C) = C. So we have a canonical

morphism f : A(G) → C = W\h. For h ∈ h set Ah(G) = f−1(h̄)

where h̄ ∈ W\h is the image of h. Set Gh := {g ∈ G|ghg−1 = h},
gh := LieGh = {a ∈ g|[a, h] = 0}. Denote by zh the center of gh. Since

h ∈ zh and there is a finite number of subalgebras of g of the form zh (39)

follows from the inequality dim(Ah(G)\A0(G)) < dim BunG − dim zh. So it

is enough to prove that

dimAh(G) < dim BunG − dim zh for h �= 0(40)

dim(A0(G)\A0(G)) < dim BunG .(41)

Denote by Zh the center of Gh. Let us show that (40) follows from the

inequality (41) with G replaced by Gh/Zh. Indeed, we have the natural

isomorphisms A0(Gh) ∼−→ Ah(Gh) ∼−→ Ah(G) and the obvious morphism

ϕ : A0(Gh) → A0(Gh/Zh). A non-empty fiber of ϕ is isomorphic to

BunZh
, so dimAh(G) ≤ dim BunZh

+ dimA0(Gh/Zh). Since dim BunZh
=

(g − 1) · dim zh and (41) implies that dimA0(Gh/Zh) = (g − 1) · dim(gh/zh)

we have dim Ah(G) ≤ (g − 1) · dim gh = dim BunG − (g − 1) · dim(g/gh) ≤
dim BunG − dim(g/gh). Finally dim(g/gh) ≥ 2 · dim zh > dim zh if h �= 0.

To prove (41) we will show that if Y ⊂ A0(G) is a locally closed reduced

irreducible substack then dimY ≤ dim BunG and dimY = dim BunG only if

Y ⊂ A0(G). For ξ ∈ H0(X, ωX) consider the morphism mξ : A0(G) → Nilp

defined by (F , s) 
→ (F , sξ), F ∈ BunG, s ∈ H0(X, gF ). The morphisms
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mξ define m : A0(G) × H0(X, ωX) → Nilp. The image of m is contained

in some locally closed reduced irreducible substack Z ⊂ Nilp. If ξ �= 0 then

mξ induces an embedding Y ↪→ Zξ where Zξ is the closed substack of Z

consisting of pairs (F , η) ∈ H0(X, gF ⊗ ωX) such that the restriction of η

to the subscheme Dξ := {x ∈ X|ξ(x) = 0} is zero. So dim Y ≤ dimZξ ≤
dimZ ≤ dim Nilp = dim BunG. If dimY = dim BunG then Zξ = Z for all

nonzero ξ ∈ H0(X, ωX). This means that η = 0 for all (F , η) ∈ Z and

therefore s = 0 for all (F , s) ∈ Y , i.e., Y ⊂ A0(G).

2.11. On the stack of local systems. Denote by LSG the stack of G-

local systems on X (a G-local system is a G-bundle with a connection).

Kapranov [Kap97] explained that LSG has a derived version RLSG, which

is a DG stack. Using the results of 2.10 we will show that if g > 1 and G

is semisimple then RLSG = LSG. We also describe the set of irreducible

components of LSG. This section may be skipped by the reader; its results

are not used in the rest of the work.

2.11.1. Fix x ∈ X. Denote by LSx
G the stack of G-biundles F on X

equipped with a connection ∇ having a simple pole at x. Denote by

E the restriction to LSx
G = LSx

G × {x} of the universal G-bundle on

LSx
G × X. The residue of ∇ at x is a section R ∈ Γ(LSx

G, gE), and LSG

is the closed substack of LSx
G defined by the equation R = 0. Consider

the open substack L̃Sx

G ⊂ LSx
G parametrizing pairs (F ,∇) such that

∇ : H1(X, gF ) → H1(X, gF ⊗ ωX(x)) is surjective. It is easy to see that

L̃Sx
G is a smooth stack of pure dimension (2g − 1) · dimG and LSG ⊂ L̃Sx

G.

Consider gE as a stack over LSx
G. The sections R, 0 ∈ Γ(LSx

G, gE) define

two closed substacks of gE , and RLS is their intersection in the derived

sense while LSG is their usual intersection. So the following conditions are

equivalent:

1) RLSG = LSG;

2) LSG is a locally complete intersection of pure dimension (2g−2)·dimG;
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3) dimLSG ≤ (2g − 2) · dimG.

The following proposition shows that these conditions are satisfied if g > 1

and G is semisimple.

2.11.2. Proposition. Suppose that g > 1 and G is reductive. Then LSG is a

locally complete intersection of pure dimension (2g − 2) · dimG + l where l

is the dimension of the center of G.

Proof. Let R have the same meaning as in 2.11.1. Clearly R ∈
Γ(LSx

G, [g, g]E), so it suffices to show that

dimLSG ≤ (2g − 2) · dimG + l.(42)

Denote by Gad the quotient of G by its center. Consider the projection

p : LSG → BunGad
. If the fiber of p over a Gad-bundle F is not

empty then its dimension equals dimT ∗
F BunGad

+l(2g − 1), so dimLSG ≤
dimT ∗ BunGad

+l(2g−1). Finally dimT ∗ BunGad
≤ dimGad·(2g−2) because

BunGad
is good in the sense of 1.1.1 (we proved this in 2.10.1).

2.11.3. Let Bun′
G ⊂ BunG denote the preimage of the connected

component of BunG/[G,G] containing the trivial bundle. The image of

LSG → BunG is contained in Bun′
G.

2.11.4. Proposition. Suppose that g > 1 and G is reductive. Then the

preimage in LSG of every connected component of Bun′
G is non-empty and

irreducible.

So irreducible components of LSG are parametrized by

Ker(π1(G) → π1(G/[G, G])) = π1([G, G]).

Proof. Consider the open substack Bun0
Gad

⊂ BunGad
parametrizing Gad-

bundles F such that H0(X, (gad)F ) = 0 (this is the biggest Deligne-Mumford

substack of BunGad
). Denote by Bun0 ′

G the preimage of Bun0
Gad

in Bun′
G.

Let LS0
G denote the preimage of Bun0

Gad
in LSG. In 2.10.5 we proved that

BunGad
is very good in the sense of 1.1.1, so dim(T ∗ BunGad

\T ∗ Bun0
Gad

) <
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dimT ∗ BunGad
. The argument used in the proof of (42) shows that

dim(LSG \ LS0
G) < (2g − 2) · dimG + l. Using 2.11.2 one sees that LS0

G

is dense in LSG. So it suffices to prove that the preimage in LS0
G of every

connected component of Bun0 ′
G is non-empty and irreducible. This is clear

because the morphism LS0
G → Bun0 ′

G is a torsor15 over T ∗ Bun0 ′
G .

2.12. On the Beauville – Laszlo Theorem. This section is, in fact, an

appendix in which we explain a globalized version of the main theorem of

[BLa95]. This version is used in 2.3.7 but not in an essential way. So this

section can be skipped by the reader.

2.12.1. Theorem. Let p : S̃ → S be a morphism of schemes, D ⊂ S an

effective Cartier divisor. Suppose that D̃ := p−1(D) is a Cartier divisor in S̃

and the morphism D̃ → D is an isomorphism. Set U := S \ D, Ũ := S̃ \ D̃.

Denote by C the category of quasi-coherent OS-modules that have no non-

zero local sections supported at D. Denote by C̃ the similar category for

(S̃, D̃). Denote by C ′ the category of triples (M1,M2, ϕ) where M1 is

a quasi-coherent OU -module, M2 ∈ C̃, ϕ is an isomorphism between the

pullbacks of M1 and M2 to Ũ .

1) p∗ maps C to C̃, so we have the functor F : C → C ′ that sends M ∈ C

to (M|U , p∗M, ϕ) where ϕ is the natural isomorphism between the

pullbacks of M|U and p∗M to Ũ .

2) F : C → C ′ is an equivalence.

3) M ∈ C is locally of finite type (resp. flat, resp. locally free of finite

rank) if and only if M|U and f∗M have this property.

15The torsor structure depends on the choice of an invariant scalar product on g.
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This theorem is easily reduced to the case where S and S̃ are affine16

and D is globally defined by one equation (so S = SpecA, S̃ = Spec Ã,

D = SpecA/fA, f ∈ A is not a zero divisor). This case is treated just as

in [BLa95] (in [BLa95] it is supposed that Ã = Â :=the completion of A for

the f -adic topology, but the only properties of Â used in [BLa95] are the

injectivity of f : Â → Â and the bijectivity of A/fA → Â/fÂ).

2.12.2. Let D be a closed affine subscheme of a scheme S. Denote by Ŝ

the completion of S along D and by Ŝ′ the spectrum of the ring of regular

functions on Ŝ (so Ŝ is an affine formal scheme and Ŝ′ is the corresponding

true scheme). We have the morphisms π : Ŝ → S and i : Ŝ → Ŝ′.

2.12.3. Proposition. There is at most one morphism p : Ŝ′ → S such that

pi = π.

Proof. Suppose that π = p1i = p2i for some p1, p2 : Ŝ′ → S. Let Y ⊂ Ŝ′

be the preimage of the diagonal ∆ ⊂ S × S under (p1, p2) : Ŝ′ → S × S.

Then Y is a locally closed subscheme of Ŝ′ containing the n-th infinitesimal

neighbourhood of D ⊂ Ŝ′ for every n. So (Ȳ \ Y ) ∩ D = ∅ and therefore

Ȳ \ Y = ∅, i.e., Y is closed. A closed subscheme of Ŝ′ containing all

infinitesimal neighbourhoods of D equals Ŝ′. So Y = Ŝ′ and p1 = p2.

2.12.4. Suppose we are in the situation of 2.12.2 and D ⊂ S is an effective

Cartier divisor. If there exists p : Ŝ′ → S such that pi = π then p−1(D) ⊂ Ŝ′

is a Cartier divisor and the morphism p−1(D) → D is an isomorphism. So

Theorem 2.12.1 is applicable.

16For any x ∈ S there is an affine neighbourhood U of x and an open affine Ũ ⊂ S̃

such that Ũ ⊂ p−1(U) and Ũ ∩ D̃ = p−1(U) ∩ D̃. Indeed, we can assume that S is affine

and x ∈ D. Let Ũ1 ⊂ S be an affine neighbourhood of the preimage of x in D̃. Then

p(Ũ1 ∩ D̃) is an affine neighbourhood of x in D, so it contains U ∩D for some open affine

U ⊂ S such that x ∈ U . Then Ũ := Ũ1 ×S U has the desired properties.
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2.12.5. Suppose we are in the situation of 2.12.2 and S is quasi-separated.

Then there exists p : Ŝ′ → S such that pi = π. The proof we know is rather

long. We first treat the noetherian case and then use the following fact

(Deligne, private communication): for any quasi-compact quasi-separated

scheme S there exists an affine morphism from S to some scheme of finite

type over Z.

In 2.3.7 we use the existence of p : Ŝ′ → S for S = X ⊗R where X is our

curve and R is a C-algebra. So the following result suffices.

2.12.6. Proposition. Suppose that in the situation of 2.12.2 S is a locally

closed subscheme of Pn ⊗ R for some ring R. Then there exists p : Ŝ′ → S

such that pi = π.

Proof. We use Jouanolou’s device. Let P∗ be the projective space dual to

P = Pn, Z ⊂ P × P∗ the incidence correspondence, U := (P × P∗) \Z. Since

the morphism U → P is a torsor over some vector bundle on P and Ŝ is an

affine formal scheme the morphism Ŝ → P lifts to a morphism Ŝ → U . Since

U is affine Mor(Ŝ, U) = Mor(Ŝ′, U), so we get a morphism Ŝ′ → U . The

composition Ŝ′ → U → P yields a morphism f : Ŝ′ → P ⊗ R. The locally

closed subscheme f−1(S) ⊂ Ŝ′ contains the n-th infinitesimal neighbourhood

of D ⊂ Ŝ′ for every n, so f−1(S) = Ŝ′ (cf. 2.12.3) and f induces a morphism

p : Ŝ′ → S ⊂ P ⊗ R. Clearly pi = π.

Remark. One can also prove the proposition interpreting the morphism

Ŝ → Pn as a pair (M, ϕ) where M is an invertible sheaf on Ŝ and ϕ is an

epimorphism On+1 → M. Then one shows that (M, ϕ) extends to a pair

(M′, ϕ′) on Ŝ′. Of course, this proof is essentially equivalent to the one

based on Jouanolou’s device.
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3. Opers

3.1. Definition and first properties.

3.1.1. Let G be a connected reductive group over C with a fixed Borel

subgroup B = BG ⊂ G. Set N = [B, B], so H = B/N is the Cartan group.

Denote by n ⊂ b ⊂ g, h = b/n the corresponding Lie algebras. g carries a

canonical decreasing Lie algebra filtration gk such that g0 = b, g1 = n, and

for any k > 0 the weights of the action of h = gr0 g on grk g (resp. gr−kg) are

sums of k simple positive (resp. negative) roots. In particular gr−1 g = ⊕gα,

α is a simple negative root. Set Z = ZG = CenterG.

3.1.2. Let X be any smooth (not necessarily complete) curve, FB a B-

bundle on X. Denote by FG the induced G-torsor, so FB ⊂ FG. We have

the corresponding twisted Lie algebras bF := bFB
and gF := gFB

= gFG

equipped with the Lie algebra filtration gk
F
. Consider the sheaves of

connections Conn(FB), Conn(FG); these are bF ⊗ ωX - and gF ⊗ ωX -torsors.

We have the obvious embedding Conn(FB) ⊂ Conn(FG). It defines the

projection c : Conn(FG) → (g/b)F ⊗ ωX such that c−1(0) = Conn(FB) and

c(∇ + ν) = c(∇) + ν mod bF ⊗ ωX for any ∇ ∈ Conn(FG), ν ∈ gF ⊗ ωX .

3.1.3. Definition. A G-oper on X is a pair (FB,∇), ∇ ∈ Γ(X, Conn(FG))

such that

1. c(∇) ∈ gr−1 gF ⊗ ωX ⊂ (g/b)F ⊗ ωX

2. For any simple negative root α the α-component c(∇)α ∈ Γ(X, gα
F
⊗ωX)

does not vanish at any point of X.

If g is a semisimple Lie algebra then a g-oper is a Gad-oper where Gad is the

adjoint group corresponding to g.

We will usually consider G-oper as a G-local system (FG,∇) equipped

with an extra oper structure (a B-flag FB ⊂ FG which satisfies conditions

(1) and (2) above).
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G-opers on X form a groupoid OpG(X). The groupoids OpG(X ′) for X ′

étale over X form a sheaf of groupoids OpG on Xét.

3.1.4. Proposition. Let (FB,∇) be a G-oper. Then Aut(FB,∇) = Z if X is

connected.

In particular g-opers have no symmetries, i.e., Opg(X) is a set and Opg

is a sheaf of sets.

3.1.5. Proposition. Suppose that X is complete and connected of genus

g > 1. Let (FG,∇) be a G-local system on X that has an oper structure.

Then

(i) the oper structure on (FG,∇) is unique: the corresponding flag FB ⊂
FG is the Harder-Narasimhan flag;

(ii) Aut(FG,∇) = Z;

(iii) (FG,∇) cannot be reduced to a non-trivial parabolic subgroup P⊂G.

Of course ii) follows from i) and 3.1.4.

3.1.6. Example. A GLn-oper can be considered as an OX -module E
equipped with a connection ∇ : E → E ⊗ ωX and a filtration E = En ⊃
En−1 ⊃ · · · ⊃ E0 = 0 such that

(i) The sheaves gri E , n ≥ i ≥ 1, are invertible

(ii) ∇(Ei) ⊂ Ei+1 ⊗ ωX and for n − 1 ≥ i ≥ 1 the morphism gri E →
gri+1 E ⊗ ωX induced by ∇ is an isomorphism.

One may construct GLn-opers as follows. Let A,B be invertible OX -

modules and ∂ : A → B a differential operator of order n whose symbol

σ(∂) ∈ Γ
(
X,B

⊗
A⊗(−1)

⊗
Θ⊗n

X

)
has no zeros. Our ∂ is a section

of B
⊗

OX
DX

⊗
OX

A⊗(−1) or, equivalently, an O-linear map B⊗(−1) →
DX ⊗ A⊗(−1). Let I ⊂ DX⊗A⊗(−1) be the DX -sub-module generated

by the image of this map. Let E := DX ⊗ A⊗(−1)/I; denote by Ei the

filtration on E induced by the usual filtration of DX by degree of an

operator. Then E is a DX -module, i.e., an OX -module with a connection,
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and the filtration Ei satisfies the conditions (i), (ii). Therefore (E , {Ei},∇)

is a GLn-oper. This construction defines an equivalence between the

groupoid of GLn-opers and that of the data ∂ : A → B as above.

The inverse functor Φ associates to (E , {Ei},∇) the following differential

operator : A −→ B,A := E⊗(−1)
1 ,B := ωX ⊗ (E/En−1)⊗(−1). Consider

E as a DX -module. Let D(k)
X ⊂ DX be the subsheaf of operators of

order ≤ k. Then the morphism D(n−1)
X ⊗OX

E1 −→ E is an isomorphism

and therefore the composition D(n)
X ⊗OX

E1 −→ E ∼−→ D(n−1)
X ⊗OX

E1 defines

a splitting of the exact sequence 0 −→ D(n−1)
X ⊗OX

E1 −→ D(n)
X ⊗OX

E1 −→
ω
⊗(−n)
X ⊗E1 −→ 0, i.e., a morphism ω

⊗(−n)
X ⊗E1 −→ D(n)

X ⊗OX
E1, which is the

same as a differential operator ∂ : A −→ B (notice that the isomorphisms

gri E
∼−→ gri+1 E ⊗ ωX induce an isomorphism E1

∼−→ (E/En−1) ⊗ ω
⊗(n−1)
X ,

so ω
⊗(−n)
X ⊗ E1 = ω

⊗(−1)
X ⊗ (E/En−1) = B⊗(−1)).

Applying the above functor Φ to an SL2-oper one obtains a differential

operator ∂ : A −→ ωX ⊗ A⊗(−1). It is easy to show that one thus

obtains an equivalence between the groupoid of SL2-opers and that of pairs

(A, ∂) consisting of an invertible sheaf A and a Sturm-Liouville operator

∂ : A −→ ωX ⊗A⊗(−1), i.e., a self-adjoint differential operator ∂ of order 2

whose symbol σ(∂) has no zeros. Notice that σ(∂) induces an isomorphism

ω⊗2
X ⊗A ∼−→ ωX ⊗A⊗(−1), so A is automatically a square root of ω

⊗(−1)
X .

If (A, ∂) is a Sturm-Liouville operator and M is a line bundle equipped

with an isomorphism M⊗2 ∼−→ OX then M has a canonical connection

and therefore tensoring (A, ∂) by M one obtains a Sturm-Liouville operator

(Ã, ∂̃), Ã = A⊗M. We say that (A, ∂) and (Ã, ∂̃) are equivalent. It is easy

to see that the natural map OpSL2(X) −→ Opsl2(X) identifies Opsl2(X)

with the set of equivalence classes of Sturm-Liouville operators.

Opers for other classical groups may be described in similar terms (in the

local situation this was done in [DS85, section 8]).

3.1.7. Identifying sl2-opers with equivalence classes of Sturm-Liouville

operators (see 3.1.6) one sees that Opsl2 is an ω⊗2
X -torsor: a section η of
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ω⊗2
X maps a Sturm-Liouville operator ∂ : A −→ A ⊗ ω⊗2

X , A⊗(−2) = ωX ,

to ∂ − η. Let us describe this action of ω⊗2
X on Opsl2 without using Sturm-

Liouville operators.

Identify n ⊂ sl2 with (sl2/b)∗ using the bilinear form Tr(AB) on sl2. If

F = (FB,∇) is an sl2-oper then according to 3.1.3 the section c(∇) trivializes

the sheaf (sl2/b)FB
⊗ωX . So (sl2/b)FB

= ω
⊗(−1)
X , nF = ωX , and we have the

embedding ω⊗2
X = nFB

⊗ ωX ↪→ (sl2)FB
⊗ ωX . Translating ∇ by a section

µ of ω⊗2
X ⊂ (sl2)FB

⊗ ωX we get a new oper denoted by F + µ. This ω⊗2
X -

action on Opsl2 coincides with the one introduced above, so it makes Opsl2

an ω⊗2
X -torsor.

Remark It is well known that this torsor is trivial (even if H1(X, ω⊗2
X ) �=

0, i.e., g ≤ 1; Sturm-Liouville operators on P1 or on an elliptic curve do

exist). However for families of curves X this torsor may not be trivial.

3.1.8. In 3.1.9 we will use the following notation. Let B0 ⊂ PSL2

be the group of upper-triangular matrices. Set N0 := [B0, B0], b0 :=

Lie B0, n0 := LieN0. Identify B0/N0 with Gm via the adjoint action

B0/N0 −→ Aut n0 = Gm. Using the matrices e :=
(
0 1
0 0

)
and f :=

(
0 0
1 0

)
we identify n0 and sl2/b0 with C. Then for an sl2-oper F = (FB0 ,∇)

the isomorphism (sl2/b0)FB0

∼−→ ω
⊗(−1)
X from 3.1.7 (or the isomorphism

nFB0

∼−→ ωX) induces an isomorphism between the push-forward of FB0 by

B0 −→ B0/N0 = Gm and the Gm-torsor ωX .

3.1.9. For any semisimple Lie algebra g we will give a rather explicit

description of Opg(X). In particular we will introduce a “canonical”

structure of affine space on Opg(X) (for g = sl2 it was introduced in 3.1.7).

Let G be the adjoint group corresponding to g and B its Borel subgroup.

We will use the notation from 3.1.8. Fix a principal embedding i : sl2 ↪→ g

such that i(b0) ⊂ b; one has the corresponding embeddings iG : PSL2 ↪→ G,

iB : B0 ↪→ B. Set V = Vg := gN0 . Then n0 ⊂ V ⊂ n. One has the
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adjoint action Ad of Gm = B0/N0 on V . Define a new Gm-action a on V

by a(t)v := t Ad(t)v, v ∈ V , t ∈ Gm.

Consider the vector bundle VωX i.e., the ωX -twist of V with respect to

the Gm-action a (we consider ωX as a Gm-torsor on X). Twisting by ωX

the embedding C ∼−→ Ce = n0 ↪→ V we get an embedding ωX
⊗2 ↪→ VωX .

For any sl2-oper F0 = (FB0 ,∇0) its i-push-forward iF0 = (FB,∇) is a

g-oper. It follows from 3.1.8 that we have a canonical isomorphism VωX =

VFB0
⊗ωX and therefore a canonical embedding VωX ⊂ bF0⊗ωX = bFB

⊗ωX .

Translating ∇ by a section ν of VωX we get a new g-oper denoted by iF0 +ν.

Let Op
g

be the VωX -torsor induced from the ωX
⊗2-torsor Opsl2 by the

embedding ωX
⊗2 ⊂ VωX . A section of Op

g
is a pair (F0, ν) as above, and

we assume that (F0 + µ, ν) = (F0, µ + ν) for a section µ of ωX
⊗2. We have

a canonical map

Op
g
−→ Opg(43)

which sends (F0, ν) to iF0 + ν.

3.1.10. Proposition. The mapping (43) is bijective.

Remarks

(i) Though the bijection (43) is canonical we are not sure that it gives a

reasonable description of Opg.

(ii) The space V = Vg from 3.1.9 depends on the choice of a principal

embedding i : sl2 ↪→ g (for such an i there is a unique Borel subalgebra

b ⊂ g containing i(b0)). But any two principal embeddings sl2 ↪→ g

are conjugate by a unique element of G = Gad. So we can identify

the V ’s corresponding to various i’s and obtain a vector space (not a

subspace of g!) canonically associated to g.

(iii) Let G be the adjoint group corresponding to g, B a Borel subgroup of

G. Proposition 3.1.10 implies that for any g-oper F = (FB,∇) FB is

isomorphic to a certain canonical B-bundle F0
B which does not depend
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on F. Actually F0
B is the push-forward of the canonical (Aut0 O)-

bundle from 2.6.5 by a certain homomorphism iBσπ : Aut0 O −→ B.

Here π is the projection Aut0 O −→ Aut(O/m3) where m is the

maximal ideal of O, σ is an isomorphism Aut(O/m3) ∼−→ B0 where

B0 is a Borel subgroup of PSL2, and iB : B0 −→ B is induced by a

principal embedding PSL2 −→ G (σ and iB are unique up to a unique

conjugation).

3.1.11. Assume that X is complete. Then G-opers form a smooth algebraic

stack which we again denote as OpG(X) by abuse of notation. If G is

semisimple this is a Deligne-Mumford stack (see 3.1.4); if G is adjoint then

OpG(X) = Opg(X) is a scheme isomorphic to the affine space Op
g
(X)

via (43).

Remarks

(i) If X is non-complete, then Opg(X) is an ind-scheme.

(ii) If X is complete, connected, and of genus g > 1, then dimOpg(X) =

(g− 1) ·dim g. Indeed, according to Proposition 3.1.10, dimOpg(X) =

dimOp
g
(X) = dim Γ(X, VωX ) and an easy computation due to Hitchin

(see Remark 4 from 2.2.4) shows that dim Γ(X, VωX ) = (g − 1) · dim g

if g > 1. Actually we will see in 3.1.13 that Γ(X, VωX ) = HitchLg(X),

so we can just use Hitchin’s formula

dim HitchLg(X) = (g − 1) · dim Lg = (g − 1) · dim g

mentioned in 2.2.4(ii).

(iii) Let X be as in Remark ii and G be the adjoint group corresponding

to g. One has the obvious morphism i : Opg(X) −→ LocSysG where

LocSysG is the stack of G-local systems on X. One can show that

G-local systems which cannot be reduced to a non-trivial parabolic

subgroup P ⊂ G and which have no non-trivial automorphisms form an

open substack U ⊂ LocSysG which is actually a smooth variety; U has

a canonical symplectic structure. According to 3.1.5 i(Opg(X)) ⊂ U
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and i is a set-theoretical embedding. In fact i is a closed embedding

and i(Opg(X)) is a Lagrangian subvariety of U . Besides, i(Opg(X)) =

π−1(S) where π : LocSysG −→ BunG corresponds to forgetting the

connection and S ⊂ BunG is the locally closed substack of G-bundles

isomorphic to F0
G, the G-bundle corresponding to the B-bundle F0

B

introduced in Remark iii from 3.1.10 (so S is the classifying stack of

the unipotent group AutF0
G).

3.1.12. Denote by Ag(X) the coordinate ring of Opg(X). We will construct

a canonical filtration on Ag(X) and a canonical isomorphism of graded

algebras

σA(X) : grAg(X) ∼−→ zcl
Lg

(X)(44)

where Lg denotes the Langlands dual of g and the r.h.s. of (44) was defined

in 2.2.2. We give two equivalent constructions. The one from 3.1.13 is

straightforward; it involves the isomorphism (43). The construction from

3.1.14 is more natural.

3.1.13. Using 3.1.8 we identify Ag(X) with the coordinate ring of Op
g
(X).

Denote by Acl
g (X) the coordinate ring of the vector space Γ(X, VωX )

corresponding to the affine space Op
g
(X). Consider the Gm-action on

Acl
g (X) opposite to that induced by the Gm-action a on V (see 3.1.7); the

corresponding grading on Acl
g (X) is positive. It induces a canonical ring

filtration on Ag(X) and a canonical isomorphism grAg(X) ∼−→ Acl
g (X).

So to define (44) it remains to construct a graded isomorphism Acl
g (X) ∼−→

zcl
Lg

(X), which is equivalent to constructing a Gm-equivariant isomorphism

of schemes Γ(X, VωX ) ∼−→ HitchLg(X). According to 2.2.2 HitchLg(X) :=

Γ(X, CωX ), C := CLg. So it suffices to construct a Gm-equivariant

isomorphism of schemes Vg
∼−→ CLg. (Vg is equipped with the action a

from 3.1.7.)

According to 2.2.1 CLg = Spec(Sym Lg)
LG where G is a connected group

corresponding to g. We can identify (Sym Lg)
LG with (Sym g∗)G because
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both graded algebras are canonically isomorphic to (Sym h∗)W where W is

the Weyl group. So CLg = C ′
g where

C ′
g = Spec(Sym g∗)G ,(45)

i.e., C ′
g is the affine scheme quotient of g with respect to the adjoint action

of G. Finally according to Theorem 0.10 from Kostant’s work [Ko63] we

have the canonical isomorphism Vg
∼−→ C ′

g that sends v ∈ Vg to the image

of v + i((
0 0

1 0
)) ∈ g in C ′

g. It commutes with the Gm-actions.

3.1.14. Here is a more natural way to describe the canonical filtration on

Ag(X) and the isomorphism (44).

There is a standard way to identify filtered C-algebras with graded flat

C[�]-algebras (here deg � = 1). Namely, an algebra A with an increasing

filtration {Ai} corresponds to the graded C[�]-algebra A∼ = ⊕Ai, the

multiplication by � is the embedding Ai ↪→ Ai+1. Note that A = A∼/(� −
1)A∼, grA = A∼/�A∼. Passing to spectra we see that Spec A∼ is a flat

affine scheme over the line A1 = Spec C[�], and the grading on A∼ is the

same as a Gm-action on SpecA∼ compatible with the action by homotheties

on A1. We are going to construct the scheme Spec Ag(X)∼.

Let F be a G-torsor on X. Denote by EF the Lie algebroid of infinitesimal

symmetries of F; we have a canonical exact sequence

0 → gF → EF
π→ ΘX → 0.

Recall that for � ∈ C an �-connection on F is an OX -linear map ∇� :

ΘX → EF such that π∇� = � idΘX
(usual connections correspond to � = 1).

One defines a G − �-oper as in 3.1.3 replacing the connection ∇ by an �-

connection ∇�. The above results about G-opers render to G − �-opers.

In particular g − �-opers, i.e., �-opers for the adjoint group form an affine

scheme Opg,�(X). For λ ∈ C∗ we have the isomorphism of schemes

Opg,�(X) ∼−→ Opg,λ�(X)(46)
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defined by (FB,∇�) 
→ (FB, λ∇�). When � varies Opg,�(X) become fibers

of an affine C[�]-scheme Opg(X)∼ = SpecAg(X)∼. Using an analog of

3.1.9–3.1.10 for g − �-opers one shows that Ag(X)∼ is flat over C[h]. The

morphisms (46) define the action of Gm on Opg(X)∼, i.e., the grading of

Ag(X)∼. The corresponding filtration on Ag(X) = Ag(X)∼/(�− 1)Ag(X)∼

coincides with the filtration from 3.1.13.

To construct (44) is the same as to construct a Gm-equivariant isomor-

phism between Opg,0(X) = Spec grAg(X) and HitchLg(X) = Spec zcl
Lg

(X).

As explained in 3.1.11 HitchLg(X) = Γ(X, C ′
ωX

) where C ′ = C ′
g is defined

by (45). We have a canonical mapping of sheaves

Opg,0 −→ C ′
ωX

(47)

which sends (FB,∇0) to the image of ∇0 ∈ gF⊗ωX by the projection g −→
C ′. Theorem 0.10 and Proposition 19 from Kostant’s work [Ko63] imply

that (47) is a bijection. It induces the desired isomorphism Opg,0(X) ∼−→
Γ(X, C ′

ωX
).

3.2. Local opers and Feigin-Frenkel isomorphism.

3.2.1. Let us replace X by the formal disc SpecO, O � C[[t]]. The

constructions and results of 3.1 render easily to this situation. g-opers on

Spec O form a scheme Opg(O) isomorphic to the spectrum of the polynomial

ring in a countable number of variables. More precisely, the isomorphism

(43) identifies Opg(O) with an affine space corresponding to the vector space

H0(Spec O, VωO), V := Vg. G-opers on Spec O form an algebraic stack

OpG(O) isomorphic to Opg(O) × B(Z) where B(Z) is the classifying stack

of the center Z ⊂ G and g := Lie(G/Z) (the isomorphism is not quite

canonical; see (58) for a canonical description of OpG(O)).

Just as in the global situation (see 3.1.12–3.1.14) the coordinate ring

Ag(O) of Opg(O) carries a canonical filtration and we have a canonical
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isomorphism

σA : grAg(O)→∼ zcl
Lg

(O)(48)

(see (44)). Note that Aut O acts on all the above objects in the obvious way.

So Ag(O) is a filtered AutO-algebra and σA is an isomorphism of graded

AutO-algebras.

3.2.2. Theorem. ([FF92]). There is a canonical isomorphism of filtered

AutO-algebras

ϕO : Ag(O)→∼ zLg(O)(49)

such that σz grϕO = σA, where σz : gr zLg(O) → zcl
Lg

(O) is the symbol map.

Remarks

(i) This isomorphism is uniquely determined by some extra compatibili-

ties; see 3.6.7.

(ii) The original construction of Feigin and Frenkel is representation-

theoretic and utterly mysterious (for us). A different, geometric

construction is given in ???; the two constructions are compared in

???.

(iii) For g = sl2 there is a simple explicit description of (49), which is

essentially due to Sugawara; see ???.

3.3. Global version.

3.3.1. Let us return to the global situation, so our X is a complete curve.

We will construct a canonical isomorphism between the algebras Ag(X) and

zLg(X) (the latter is defined by formula (27) from 2.7.4).

Take x ∈ X. The restriction of a global g-oper to Spec Ox defines a

morphism of affine schemes

Opg(X) −→ Opg(Ox).
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This is a closed embedding, so we have the surjective morphism of coordinate

rings

θA
x : Ag(Ox) −−−−→→ Ag(X) .(50)

θA
x is strictly compatible with the canonical filtrations (to see this use, e.g.,

the isomorphism (24)).

3.3.2. Theorem. There is a unique isomorphism of filtered algebras

ϕX : Ag(X)→∼ zLg(X)(51)

such that for any x ∈ X the diagram

θA
x

Ag(Ox) −−−−→→ Ag(X)

ϕOx

��
�� ϕX

θz
x

zLg(Ox) −−−−→→ zLg(X)

commutes (here ϕOx is the isomorphism (49) for O = Ox). One

has σz(X) · grϕX = σA(X) where σA(X) is the isomorphism (44) and

σz(X) : gr z(X) −→ zcl(X) was defined at the end of 2.7.4.

Proof Since θA
x and θz

x are surjective and strictly compatible with

filtrations it is enough to show the existence of an isomorphism ϕX such

that the diagram commutes. According to 2.6.5 we have a DX -algebra

Ag := Ag(O)X with fibers Ag(Ox). Any global oper F ∈ Opg(X) defines

a section γF : X → SpecAg, γF(x) is the restriction of F to Spec Ox. The

sections γF are horizontal and this way we get an isomorphism between

Opg(X) and the scheme of horizontal sections of SpecAg (the reader who

thinks that this requires a proof can find it in 3.3.3). Passing to coordinate

rings we get a canonical isomorphism

Ag(X)→∼H∇(X,Ag)(52)
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(see 2.6.2 for the definition of H∇). On the other hand (49) yields the

isomorphism of DX -algebras

ϕ : Ag
→∼ zLg,

hence the isomorphism

H∇(X,Ag)→∼H∇(X, zLg) = zLg(X) .(53)

Now ϕX is the composition of (52) and (53).

3.3.3. In this subsection (which can certainly be skipped by the reader) we

prove that g-opers can be identified with horizontal sections of SpecAg (this

identification was used in 3.3.2).

Denote by g+ the set of all a ∈ g−1 such that the image of a in gα is

nonzero for any simple negative root α (we use the notation of 3.1.1). g+

is an affine scheme. Consider the action of Aut0 O on g+ via the standard

character Aut0 O → Aut(tO/t2O) = Gm. Denote by B the Borel subgroup

of the adjoint group corresponding to g. Equip B with the trivial action of

Aut0 O. Applying the functor J : {Aut0 O-schemes} → {AutO-schemes}
from 2.6.7 we obtain JB = the scheme of morphisms Spec O → B and

J g+ = the scheme of g+-valued differential forms on SpecO. The group JB

acts on J g+ by gauge transformations and Opg(O) is the quotient scheme.

The action of JB on J g+ and the morphism J g+ → Opg(O) are AutO-

equivariant. Actually J g+ is a JB-torsor over Opg(O). Moreover, a choice

of η ∈ ω+
O := ωO\tωO defines its section Sη ⊂ J g+, Sη := η · i(f) + V ⊗ ωO

(here f :=
(
0 0
1 0

)
and i, V were defined in 3.1.9). The fact that Sη is a

section is just the local form of Proposition 3.1.10. The sections Sη define

an AutO-equivariant section s : Opg(O) × ω+
O → g+ × ω+

O of the induced

torsor g+ × ω+
O → Opg(O) × ω+

O .

Now consider the DX -schemes (J g+)X , (JB)X , and Opg(O)X =

SpecAg. Clearly (JB)X is a group DX -scheme over X and the scheme

(J g+)X is a (JB)X -torsor over Opg(O)X . Actually (JB)X = J (BX)
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and (J g+)X is the scheme of jets of g+-valued differential forms on X.

Clearly Opg = Sect(g+
X)/ Sect(BX) = Sect∇((J g+)X)/ Sect∇((JB)X) ⊂

Sect∇(Opg(O)X). Here Sect denotes the sheaf of sections of an X-scheme

and Sect∇ denotes the sheaf of horizontal sections of a DX -scheme. To

show that Opg = Sect∇(Opg(O)X) it remains to prove the surjectivity of

Sect∇((J g+)X) → Sect∇(Opg(O)X). To this end use the morphism of DX -

schemes Opg(O)X × (ω+
O)X → (g+)X induced by s and the fact that (ω+

O)X

(i.e., the scheme of jets of non-vanishing differential forms) has a horizontal

section in a neighborhood of each point of X.

So we have identified Opg(X) with the set of horizontal sections of

Opg(O)X = SpecAg. In the same way one identifies the scheme Opg(X)

with the scheme of horizontal sections of SpecAg.

Remark We used s only to simplify the proof ???.

3.4. G-opers and g-opers. In this subsection we assume that G is

semisimple (actually the general case can be treated in a similar way; see

Remark iii at the end of 3.4.2). We fix a non-zero yα ∈ gα for each negative

simple root α. Set Gad := G/Z, Bad := B/Z, Had := H/Z where Z is the

center of G.

3.4.1. There is an obvious projection OpG(X) −→ Opg(X) := OpGad
(X).

We will construct a section Opg(X) −→ OpG(X) depending on the choice

of a square root of ωX , i.e., a line bundle L equipped with an isomorphism

L⊗2 ∼−→ ωX . Let (FBad
,∇) be a g-oper. Lifting it to a G-oper is equivalent to

lifting FBad
to a B-bundle, which is equivalent to lifting FHad

to an H-bundle

(here FHad
is the push-forward of FBad

by Bad −→ Had). In the particular

case g = sl2 we constructed in 3.1.8 a canonical isomorphism FHad

∼−→ ωX ;

the construction from 3.1.8 used a fixed element f ∈ sl2/b0. Quite similarly

one constructs in the general case a canonical isomorphism FHad

∼−→ λωX :=

the push-forward of ωX by the homomorphism λ : Gm −→ Had such that

for any simple positive root α, λ(t) acts on gα as multiplication by t (the
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construction uses the elements yα fixed at the beginning of 3.4). There is a

unique morphism λ# : Gm −→ H such that

λ#(t) mod Z = λ(t)2(54)

(Indeed, λ corresponds to the coweight ρ̌ := the sum of fundamental

coweights, and 2ρ̌ belongs to the coroot lattice). We lift FHad
= λωX to

the H-bundle λ#L where L is our square root of ωX .

3.4.2. Denote by ω1/2(X) the groupoid of square roots of ωX . For a fixed

L ∈ ω1/2(X) we have an equivalence

ΦL : Opg(X) × Z tors(X) ∼−→ OpG(X)(55)

where Z tors(X) is the groupoid of Z-torsors on X. ΦL(F, E) is defined as

follows: using L lift F ∈ Opg(X) to a G-oper (see 3.4.1) and then twist this

G-oper by E . ΦL depends on L in the following way:

ΦL⊗A(F, E) = ΦL(F, E · αA)

Here A is a square root of OX or, which is the same, a µ2-torsor on X, while

αA is the push-forward of the µ2-torsor A by the morphism

α : µ2 −→ Z, α := λ#|µ2(56)

Recall that λ# is defined by (54).

Remarks

(i) If one considers Opg(X) as a scheme and OpG(X) and Z tors(X) as

algebraic stacks then (55) becomes an isomorphism of algebraic stacks.

(ii) α is the restriction of “the” principal homomorphism SL2 −→ G to

the center µ2 ⊂ SL2.

(iii) If G is reductive but not semisimple and g := Lie(G/Z) then one

defines the section Opg(X) −→ OpG(X) depending on L ∈ ω1/2(X) as

the composition Opg(X) −→ Op[G,G](X) −→ OpG(X). The results of

3.4.2 remain valid if Z tors(X) is replaced by Z∇ tors(X), the groupoid

of Z-torsors on X equipped with a connection.
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3.4.3. Here is a more natural reformulation of 3.4.2. First let us introduce

a groupoid Z torsθ(X) (θ should remind the reader about θ-characteristics,

i.e., square roots of ωX). The objects of Z torsθ(L) are pairs (E ,L),

E ∈ Z tors(X), L ∈ ω1/2(X), but we prefer to write E · L instead of (E ,L).

We set Mor(E1 · L1, E2 · L2) := Mor(E1, E2 ·α(L2/L1)) where α(L2/L1) is the

push-forward of the µ2-torsor L2/L1 := L2 ⊗L⊗(−1)
1 by the homomorphism

(56). Composition of morphisms is defined in the obvious way. One can

reformulate 3.4.2 as a canonical equivalence:

Φ : Opg(X) × Z torsθ(X) ∼−→ OpG(X)(57)

where Φ(F,L · E) := ΦL(F, E) and ΦL is defined by (55).

In the local situation of 3.2.1 one has a similar canonical equivalence

Opg(O) × Z torsθ(O) ∼−→ OpG(O)(58)

where Z torsθ(O) is defined as in the global case. Of course all the objects

of Z torsθ(O) are isomorphic to each other and the group of automorphisms

of an object of Z torsθ(O) is Z. The same is true for Z tors(O). The

difference between Z torsθ(O) and Z tors(O) becomes clear if one takes the

automorphisms of O into account (see 3.5.2).

3.4.4. To describe an “economical” version of Z torsθ(O) we need some

abstract nonsense.

Let Z be an abelian group. A Z-structure on a category C is a morphism

Z → Aut idC . Equivalently, a Z-structure on C is an action of Z on

Mor(c1, c2), c1, c2 ∈ ObC, such that for any morphisms c1
f→c2

g→c3 and

any z ∈ Z one has z(gf) = (zg)f = g(zf). A Z-category is a category with

a Z-structure. If C and C ′ are Z-categories then a functor F : C → C ′

is said to be a Z-functor if for any c1, c2 ∈ C the map Mor(c1, c2) →
Mor(F (c1), F (c2)) is Z-equivariant. If A → Z is a morphism of abelian

groups and C is an A-category we define the induced Z-category C ⊗A Z

as follows: Ob(C ⊗A Z) = ObC, the set of (C ⊗A Z)-morphisms c1 → c2
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is (MorC(c1, c2) × Z)/A = {the Z-set induced by the A-set MorC(c1, c2)},
and composition of morphisms in C ⊗A Z is defined in the obvious way. We

have the natural A-functor C → C ⊗A Z and for any Z-category C ′ any

A-functor C → C ′ has a unique decomposition C → C ⊗A Z
F→C ′ where F

is a Z-functor.

Denote by ω1/2(O) the groupoid of square roots of ωO. This is a µ2-

category. Z tors(O) and Z torsθ(O) are Z-categories. The canonical µ2-

functor ω1/2(O) → Z torsθ(O) induces an equivalence ω1/2(O) ⊗µ2 Z →
Z torsθ(O).

3.4.5. The reader may prefer the following “concrete” versions of Z torsθ(X)

and Z torsθ(O). Define an exact sequence

0 → Z → Z̃ → Gm → 0(59)

as the push-forward of

0 → µ2 → Gm
f→Gm → 0 , f(x) := x2(60)

by the morphism (56). Denote by Z̃ torsω(X) the groupoid of liftings of the

Gm-torsor ωX to a Z̃-torsor (i.e., an object of Z̃ torsω(X) is a Z̃-torsor on X

plus an isomorphism between the corresponding Gm-torsor and ωX). The

morphism from (60) to (59) induces a functor F : ω1/2(X) → Z̃ torsω(X).

The functor Z torsθ(X) → Z̃ torsω(X) defined by

E · L 
→ E · F (L) , E ∈ Z tors(X) , L ∈ ω1/2(X)

is an equivalence.

Quite similarly one defines Z̃ torsω(O) and a canonical equivalence

Z torsθ(O) ∼−→ Z̃ torsω(O).

The equivalences (57) and (58) can be easily understood in terms of

Z̃ torsω(X) and Z̃ torsω(O). Let us, e.g., construct the equivalence

Opg(X) × Z̃ torsω(X) ∼−→ OpG(X) .
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Consider the following commutative diagram with exact rows:

0 −→ µ2 −→ Gm −→ Gm −→ 0

α
� λ#

� �λ

0 −→ Z −→ H −→ Had −→ 0

(61)

Here the upper row is (60); the lower row and the morphisms λ, λ# were

defined in 3.4.1. According to 3.4.1 a G-oper on X is the same as a g-oper

on X plus a lifting of the Had-torsor λ∗(ωX) to an H-torsor. Such a lifting

is the same as an object of Z̃ torsω(X): look at the right (Cartesian) square

of the commutative diagram

0 −→ Z −→ Z̃ −→ Gm −→ 0∥∥∥ � �λ

0 −→ Z −→ H −→ Had −→ 0

(62)

(the upper row of (62) is (59) and the lower rows of (62) and (61) are the

same).

3.4.6. Z tors(X) is a (strictly commutative) Picard category (see Definition

1.4.2 from [Del73]) and Z torsθ(X) is a Torsor over Z tors(X); actually

Z torsθ(X) is induced from the Torsor ω1/2(X) over µ2 tors(X) via the

Picard functor µ2 tors(X) → Z tors(X) corresponding to (56). We will use

this language in §4, so let us recall the definitions.

A Picard category is a tensor category A in the sense of [De-Mi] (i.e., a

symmetric=commutative monoidal category) such that all the morphisms of

A are invertible (i.e., A is a groupoid) and all the objects of A are invertible,

i.e., for every a ∈ ObA there is an a′ ∈ ObA such that a ·a′ is a unit object

(we denote by · the “tensor product” functor A × A → A; in [De-Mi] and

[Del73] it is denoted respectively by ⊗ and +). Strict commutativity means

that for every a ∈ ObA the commutativity isomorphism a ⊗ a
∼−→ a ⊗ a is

the identity.

An Action of a monoidal category A on a category C is a functor A×C →
C (denoted by ·) equipped with an associativity constraint, i.e., a functorial
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isomorphism (a1 ·a2)·c ∼−→ a1 ·(a2 ·c), ai ∈ A, c ∈ C, satisfying the pentagon

axiom analogous to the pentagon axiom for the associativity constraint in

A (see [Del73] and [De-Mi]); we also demand the functor F : C → C

corresponding to a unit object of A to be fully faithful (then the isomorphism

F 2 ∼−→ F yields a canonical isomorphism F
∼−→ id). This definition can

be found in [Pa] and §3 from [Yet]. An A-Module is a category equipped

with an Action of A. If C and C̃ are A-Modules then an A-Module functor

C → C̃ is a functor Φ: C → C̃ equipped with a functorial isomorphism

Φ(a · c) ∼−→ a · Φ(c) satisfying the natural compatibility condition (the two

ways of constructing an isomorphism Φ((a1 · a2) · c) ∼−→ a1 · (a2 ·Φ(c)) must

give the same result; see [Pa], [Yet]). A-Module functors are also called

Morphisms of A-Modules.

A Torsor over a Picard category A is an A-Module such that for some

c ∈ ObC the functor a 
→ a · c is an equivalence between A and C (then this

holds for all c ∈ ObC).

Let A and B be Picard categories. A Picard functor A → B is a functor

F : A → B equipped with a functorial isomorphism F (a1 · a2)
∼−→ F (a1) ·

F (a2) compatible with the commutativity and associativity constraints.

Then F sends a unit object of A to a unit object of B, i.e., F is a tensor

functor in the sense of [De-Mi]. In [Del73] Picard functors are called additive

functors.

Let F : A1 → A2 be a Picard functor and Ci a torsor over Ai, i = 1, 2.

Then C2 is equipped with an Action of A1. In this situation A1-Module

functors C1 → C2 are called F -affine functors.

Examples. 1) Let A be a commutative algebraic group. Then A tors(X)

has a canonical structure of Picard category.

2) A morphism A → B of commutative algeraic groups induces a Picard

functor A tors(X) → B tors(X).
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3) The groupoid ω1/2(X) from 3.4.2 is a Torsor over the Picard category

µ2 tors(X). The groupoid Z torsθ(X) from 3.4.3 is a Torsor over

Z tors(X).

If F : A → B is a Picard functor between Picard categories and C is a

Torsor over A then we can form the induced Torsor B ·A C over B. The

defintion of B ·A C can be reconstructed by the reader from the following

example (see 3.4.3): if A = µ2 tors(X), B = Z tors(X), F comes from (56),

and C = ω1/2(X) then B ·A C = Z torsθ(X). The objects of B ·A C are

denoted by b · c, b ∈ ObB, c ∈ ObC (see 3.4.3).

The interested reader can formulate the universal property of B ·A C. We

need the following weaker property. Given a category C̃ with an Action of

B and an A-Module functor Φ: C → C̃ there is a natural way to construct

a B-Module functor Ψ: B ·A C → C̃: set Ψ(b · c) := b · Φ(c), and define

Ψ on morphisms in the obvious way (i.e., the map Mor(b1 · c1, b2 · c2) →
Mor(b1 ·Φ(c1), b2 ·Φ(c2)) is the composition Mor(b1 · c1, b2 · c2) = Mor(b1, b2 ·
c2/c1) → Mor(b1 · Φ(c1), b2 · c2/c1 · Φ(c1))

∼−→ Mor(b1 · Φ(c1), b2 · Φ(c2))).

The isomorphism Ψ(b1 · (b2 · c)) ∼−→ b1 · Ψ(b2 · c) is the obvious one.

We will use this construction in the following situation. Suppose we have

a Picard functor � : B → B̃, a Torsor C̃ over B̃, and an �′-affine functor

Φ: C → C̃ where �′ is the composition A F−→ B �−→ B̃. Then the above

construction yields an �-affine functor B ·A C → C̃.

3.4.7. Let Z be an abelian group and Z tors the Picard category of Z-

torsors (over a point). The following remarks will be used in 4.4.9.

Remarks

(i) A Picard functor from Z tors to a Picard category A is “the same as”

a morphism Z → Aut 1A where 1A is the unit object of A. More

precisely, the natural functor from the category of Picard functors

Z tors → A to Hom(Z,Aut 1A) is an equivalence. Here the set

Hom(Z,Aut 1A) is considered as a discrete category.
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(ii) The previous remark remains valid if “Picard” is replaced by

“monoidal”.

(iii) An Action of Z tors on a category C is “the same as” a Z-structure on

C, i.e., a morphism Z → Aut idC (notice that an Action of a monoidal

category A on C is the same as a monoidal functor A → Funct(C, C)

and apply the previous remark).

(iv) Let C1 and C2 be Modules over Z tors. According to the previous

remark C1 and C2 are Z-categories in the sense of 3.4.4. It is easy to

see that a (Z tors)-Module functor C1 → C2 is the same as a Z-functor

in the sense of 3.4.4 (i.e., a functor F : C1 → C2 has at most one

structure of a (Z tors)-Module functor and such a structure exists if

and only if F is a Z-functor).

(v) A Torsor over Z tors is “the same as” a Z-category which is Z-

equivalent to Z tors. (do we need this???)

3.5. Local opers II. For most of the Lie algebras g (e.g., g = sln, n > 5)

the Feigin-Frenkel isomorphism (49) is not uniquely determined by the

properties mentioned in Theorem 3.2.2 because Ag(O) has a lot of AutO-

equivariant automorphisms inducing the identity on grAg(O); this is clear

from the geometric description of Opg(O) = SpecAg(O) in 3.2.1 or from

the description of Ag(O) that will be given in 3.5.6 (see (65)–(68)). The

goal of 3.5–3.6 is to formulate the property 3.6.7 that uniquely determines

the Feigin-Frenkel isomorphism. This property and also 3.6.11 will be used

in the proof of our main theorem 5.2.6. In 3.7 and 3.8 we explain how to

extract the properties 3.6.7 and 3.6.11 from [FF92]. One may (or perhaps

should) read §4 and (a large part of ?) §5 before 3.5–3.8. We certainly

recommend the reader to skip 3.5.16–3.5.18 and 3.6.8–3.6.11 before 3.6.11

is used in ??.

The idea17 of 3.5 and 3.6 is to “kill” the automorphisms of Ag(O) and

its counterpart zLg(O) by equipping these algebras with certain additional

17Inspired by [Phys]
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structures. In the case of Ag(O) this is the Lie algebroid ag from 3.5.11. Its

counterpart for zLg(O) is introduced in 3.6.5. The definition of ag is simple:

this is the algebroid of infinitesimal symmetries of the tautological G-bundle

F0
G on Opg(O). F0

G and therefore ag are equipped with an action of DerO.

It turns out that the pair (Ag(O),F0
G) has no nontrivial DerO-equivariant

automorphisms (see 3.5.9) and this is “almost” true for (Ag(O), ag) (see

3.5.13).

3.5.1. We have a universal family of g-opers on Spec O parametrized by

the scheme Opg(O) = SpecAg(O) from 3.2.1. Fix a one-dimensional free

O-module ω
1/2
O equipped with an isomorphism ω

1/2
O ⊗ ω

1/2
O

∼−→ ωO (of

course ω
1/2
O is unique up to isomorphism). Then the above universal family

lifts to a family of G-opers; see 3.4.118. So we have a B-bundle FB on

Spec(Ag(O)⊗̂O) = SpecAg(O)[[t]] and a connection ∇ along SpecO on the

associated G-bundle FG.

3.5.2. Consider the group ind-scheme Aut2 O := Aut(O, ω
1/2
O ). We have a

canonical exact sequence

0 → µ2 → Aut2 O → AutO → 0(63)

and Aut2 O is connected. The exact sequence (63) and the connectedness

property can be considered as another definition of Aut2 O. Denote by

Aut02 O the preimage of Aut0 O in Aut2 O.

AutO acts on Ag(O) and O, so it acts on Spec(Ag(O)⊗̂O). This action

lifts canonically to an action of Aut2 O on (FB,∇). µ2 ⊂ Aut2 O acts on FB

via the morphism (56).

3.5.3. Lemma. Let L be an algebraic group, A an algebra equipped with an

action of AutO. Consider the action of AutO on A⊗̂O induced by its actions

on A and O. Let i : SpecA ↪→ Spec(A⊗̂O) be the natural embedding and

π : Spec(A⊗̂O) → Spec A the projection.

18To tell the truth we must also choose a non-zero yα ∈ g
α for each negative simple

root α (see 3.4.1)
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1) i∗ is an equivalence between the category of Aut2 O-equivariant L-

bundles on Spec(A⊗̂O) and that of Aut02 O-equivariant L-bundles on SpecA.

2) π∗ is an equivalence between the category of Aut2 O-equivariant L-

bundles on SpecA and that of Aut2 O-equivariant L-bundles on Spec(A⊗̂O)

equipped with an Aut2 O-invariant connection along SpecO.

3) These equivalences are compatible with the forgetful functors {Aut2 O-

equivariant bundles on SpecA} → {Aut02 O-equivariant bundles on SpecA}
and {bundles with connection} → {bundles}.

3.5.4. Denote by F0
B and F0

G the restrictions of FB and FG to Opg(O) =

Spec Ag(O) ⊂ Spec Ag(O)⊗̂O. F0
B is a B-bundle on Opg(O) and F0

G is

the corresponding G-bundle. F0
B is Aut02 O-equivariant and according to

3.5.3 F0
G is Aut2 O-equivariant. Since the connection ∇ on FG does not

preserve FB the action of Aut2 O on F0
G does not preserve F0

B. According to

3.5.3 F0
G equipped with the action of Aut2 O and the B-structure F0

B ⊂ F0
G

“remembers”the universal oper (FB,∇).

3.5.5. Denote by F 0
H the H-bundle on Opg(O) corresponding to F0

B. Since

Opg(O) is an (infinite dimensional) affine space any H-bundle on Opg(O) is

trivial and the action of H on the set of its trivializations is transitive. In

particular this applies to F0
H , so FH is the pullback of some H-bundle FH

over Spec C. According to 3.4.1 FH is the pushforward of the Gm-bundle

ω
1/2
O /tω

1/2
O over Spec C via the morphism λ# : Gm → H defined by (54). In

particular the action of Aut02 O on FH comes from the composition

Aut02 O → Aut(ω1/2
O /tω

1/2
O ) = Gm

λ#

−→ H .

So the action of Der0 O on FH is the sum of the “obvious” action (the one

which preserves any trivialization of FH) and the morphism Der0 O → h

defined by f(t) · t d

dt

→ f(0)ρ̌. Here ρ̌ is the sum of fundamental coweights.

3.5.6. Here is an explicit description of Ag(O) and F0
G in the spirit of 3.1.9–

3.1.10. Let e, f ∈ sl2 be the matrices from 3.1.8. Fix a principal embedding
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i : sl2 ↪→ g such that i(e) ∈ b. If a Cartan subalgebra h ⊂ b is chosen so

that i([e, f ]) ∈ h then i([e, f ]) can be identified with 2ρ̌. Just as in 3.1.9 set

V := Ker ad i(e). Choose a basis e1, . . . , er ∈ V so that e1 = i(e) and all ej

are eigenvectors of ad ρ̌. In fact [ρ̌, ej ] = (dj − 1)ej where dj are the degrees

of “basic” invariant polynomials on g (in particular d1 = 2). The connection

∇ d
dt

=
d

dt
+ i(f) + u1(t)e1 + . . . ur(t)er(64)

on the trivial G-bundle defines a g-oper and according to 3.1.10 this

is a bijection between g-opers on Spec O, O := C[[t]], and r-tuples

(u1(t), . . . , ur(t)), uj(t) ∈ C[[t]]. Write uj(t) as uj0 + uj1t + . . . . Then

Ag(O) is the ring of polynomials in ujk, 1 ≤ j ≤ r, 0 ≤ k < ∞. The bundles

FB, FG, F0
B, F0

G from 3.5.1 and 3.5.4 are trivial and we have trivialized them

by choosing the canonical form (64) for opers.

To describe the action of DerO on Ag(O) and F0
G introduce the standard

notation Ln := −tn+1 d

dt
∈ Der C((t)) (so Ln ∈ Der O for n ≥ −1). Set

uj := uj0. Then

ujk = (L−1)kuj/k!(65)

L0uj = djuj(66)

Lnuj = 0 if n > 0 , j �= 1(67)

Lnu1 = 0 if n > 0 , n �= 2 ; L2u1 = −3 .(68)

So Ag(O) is the commutative (Der O)-algebra with generators u1, . . . , ur

and defining relations (66)–(68). Denote by Lhor
n the vector field on F0

G that

comes from our trivialization of F0
G and the action of DerO on Ag(O). Ln

acts on F0
G as Lhor

n + Mn, Mn ∈ g ⊗ Ag(O). One can show that

M0 = −ρ̌(69)



84 A. BEILINSON AND V. DRINFELD

M1 = −i(e) , Mn = 0 for n > 1(70)

M−1 = i(f) + u1e1 + . . . + urer

Only (69) will be used in the sequel (I’m afraid we’ll use at least (70)) !???!).

Remark. If n ≥ 0 then Mn ∈ i(b0) ⊂ b ⊂ b ⊗ Ag(O) where b0 := LieB0

and B0 ⊂ SL2 is the group of upper-triangular matrices. This means that

we have identified the Aut02 O-equivariant bundle F0
B with the pullback of a

certain Aut02 O-equivariant B-bundle on Spec C and the latter comes from a

certain morphism Aut02 O → B0 → B (cf. Remark (iii) from 3.1.10).

3.5.7. Let A be an algebra equipped with an action of AutO. Then DerO

acts on A, the action of L0 on A is diagonalizable, and the eigenvalues of

L0 : A → A are integers. Assume that the eigenvalues of L0 : A/C → A/C

are positive. Then A = C⊕A+ where A+ is the sum of all eigenspaces of L0

in A corresponding to positive eigenvalues. A+ is the unique L0-invariant

maximal ideal of A. The corresponding point of SpecA will be denoted by

0. Since [L0, Ln] = −nLn we have L−1A+ ⊂ A+. Assume that

L1A+ ⊂ A+ .(71)

In particular (71) is satisfied if the eigenvalues of L0 on A/C are greater

than 1, e.g., for A = Ag(O) (see (66) and (65)).

Assume that G is the adjoint group corresponding to g. Let E be an

AutO-equivariant G-bundle on SpecA. The algebra CL−1+CL0+CL1 � sl2

stabilizes 0 ∈ Spec A, so it acts on the fiber of E over 0. Thus we obtain a

morphism σ : sl2 → g defined up to conjugation.

Example. The point 0 ∈ Spec Ag(O)) = Opg(O) is the push-forward via

the principal embedding sl2 → g of the sl2-oper corresponding to the Sturm-

Liouville operator (d/dt)2. If A = Ag(O) and E = F0
G then σ is the principal

embedding.
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3.5.8. Proposition.

1) The following conditions are equivalent:

a) the AutO-equivariant G-bundle E is isomorphic to ϕ∗F0
G for some

AutO-equivariant ϕ : SpecA → Opg(O);

b) there is an Aut0 O-invariant B-structure on E such that the

corresponding Aut0 O-equivariant H-bundle is isomorphic to the

pullback of the Aut0 O-equivariant H-bundle FH on Spec C defined

in 3.5.519;

c) σ : sl2 → g is the principal embedding.

2) The morphism ϕ and the isomorphism E ∼−→ ϕ∗F0
G mentioned in a)

are unique.

3) The B-structure mentioned in b) is unique.

Proof. According to 3.5.5 b) follows from a). To deduce c) from b) just

look what happens over 0 ∈ Spec A. Let us deduce a) from b) and show

that 2) follows from 3). To do this it suffices to show that if a B-structure

EB ⊂ E with the property mentioned in b) is fixed there is exactly one way

to construct AutO-equivariant ϕ : SpecA → Opg(O) and f : E ∼−→ ϕ∗F0
G

so that f(EB) = ϕ∗F0
B. According to 3.5.3 E and EB yield a G-bundle ẼG

on Spec(A⊗̂O) with a B-structure ẼB ⊂ ẼG, a connection ∇ on ẼG along

Spec O, and an action of AutO on (ẼG, ẼB,∇). Now the uniqueness of ϕ

and f is clear and to prove their existence we must show that (ẼG, ẼB,∇)

is a family of opers, i.e., we must prove that c(∇) defined in 3.1.2 satisfies

conditions 1 and 2 from Definition 3.1.3. In our situation c(∇) is an AutO-

invariant section of (g/b)Ẽ
⊗

O ωO and it is enough to verify conditions 1

and 2 for its restriction c0(∇) to SpecA ⊂ Spec A⊗̂O. c0(∇) is an Aut0 O-

invariant element of H0(Spec A, (g/b)EB
)⊗ωO/tωO. Let grk g have the same

meaning as in 3.1.1. Since we know the H-bundle corresponding to EB we

19Since G is the adjoint group the action of Aut02 O on FH factors through Aut0 O
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see that there is an Aut0 O-equivariant isomorphism

H0(Spec A, grk gEB
) ⊗ ωO/tωO

∼−→ A ⊗ (ωO/tωO)⊗(k+1) ⊗ grk g .(72)

Since L0 acts on (ωO/tωO)⊗(k+1) as multiplication by −k − 1 the Aut0 O-

invariant part of A ⊗ (ωO/tωO)⊗(k+1) equals 0 if k < −1 and C if k = −1.

Therefore

c0(∇) ∈ gr−1 g ⊂ A ⊗ gr−1 g = H0(Spec A, gr−1 gEB
) ⊗ ωO/tωO .

So we have checked condition 1 from 3.1.3 and it remains to check condition 2

over some point of SpecA, e.g., over 0 ∈ Spec A. Denote by (Ẽ0
G, Ẽ0

B,∇)

the restriction of (ẼG, ẼB,∇) to {0} × Spec O ⊂ Spec(A⊗̂O). Then Ẽ0
G

is the trivial G-bundle, ∇ is the trivial connection, sl2 acts on (Ẽ0
G,∇)

via the morphism σ : sl2 → g mentioned in 3.5.7 and the embedding

sl2 = CL−1 + CL0 + CL1 ↪→ Der O, Ẽ0
B is invariant with respect to sl2.

Since σ is the principal embedding (Ẽ0
G, Ẽ0

B,∇) is the oper corresponding to

0 ∈ Opg(O).

Let us prove 3). Set a = H0(Spec A, gE), ak := {a ∈ a|L0a = ka}. If a B-

structure on E is fixed then the filtration gk from 3.1.1 induces a filtration ak

on a. If the B-structure has the property mentioned in b) then ak is Aut0 O-

invariant and ak/ak+1 is Aut0 O-isomorphic to A ⊗ (ωO/tωO)⊗k ⊗ grk g

(see (72)). Therefore the eigenvalues of L0 on ak/ak+1 are ≥ −k and the

A-module ak/ak+1 is generated by its L0-eigenvectors corresponding to the

eigenvalue −k. So

ak =
∑
i≤−k

Aai .(73)

The B-structure on E is reconstructed from the Borel subalgebra a0 ⊂ a.

It remains to deduce b) from c). Define ak by (73). Since a is a free L0-

graded A-module of finite type so are ak/ak+1. Therefore ak defines a vector

subbundle of gE . If k = 0 this subbundle is a Lie subalgebra, so it defines

a section s : SpecA → SE where S is the scheme of subalgebras of g. An

infinitesimal calculation shows that the morphism G/B → S, g 
→ gbg−1, is
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an open embedding and since G/B is projective it is also a closed embedding.

According to c) s(0) ∈ (G/B)E ⊂ SE , so s(Spec A) ⊂ (G/B)E and s defines

a B-structure on E . Clearly it is Aut0 O-invariant. The corresponding

Aut0 O-equivariant H-bundle on SpecA is the pullback of some Aut0 O-

equivariant H-bundle F on Spec C (this is true for any Aut0 O-equivariant

H-bundle on SpecA and any torus H; indeed, one can assume that H = Gm,

interpret a Gm-bundle as a line bundle and use the fact that a graded

projective A-module of finite type is free). To find F look what happens

over 0 ∈ Spec A.

Remark. The proof of Proposition 3.5.8 shows that if c) is satisfied then

there is a unique Aut0 O-invariant B-structure on E .

3.5.9. Corollary. If G is the adjoint group then the pair (Opg(O),F0
G) has

no nontrivial AutO-equivariant automorphisms.

This is statement 2) of Proposition 3.5.8 for A = Ag(O).

3.5.10. Recall that a Lie algebroid over a commutative C-algebra R is a Lie

C-algebra a equipped with an R-module structure and a map ϕ : a → Der R

such that 1) ϕ is a Lie algebra morphism and an R-module morphism, 2)

for a1, a2 ∈ a and f ∈ R one has [a1, fa2] = f [a1, a2] + v(f)a2, v := ϕ(a1).

Remarks

(i) [Ma87] and [Ma96] are standard references on Lie algebroids and Lie

groupoids. See also [We] and [BB93]. In this paper we need only the

definition of Lie algebroid.

(ii) Lie algebroids are also known under the name of (C, R)-Lie algebras

(see [R]) and under a variety of other names (see [Ma96]).

3.5.11. Denote by ag the space of (global) infinitesimal symmetries of F0
G.

Elements of ag are pairs consisting of a vector field on Opg(O) = SpecAg(O)

(i.e., a derivation of Ag(O)) and its lifting to a G-invariant vector field on

the principal G-bundle F0
G. ag is a Lie algebroid over Ag(O). We have a
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canonical exact sequence.

0 → guniv → ag → Der Ag(O) → 0

where guniv is the space of global sections of the F0
G-twist of g. Of course

ag and guniv do not change if G is replaced by the adjoint group Gad. So ag

and guniv do not depend on the choice of ω
1/2
O .

The action of DerO on F0
G induces a Lie algebra morphism DerO → ag.

In particular DerO acts on ag.

3.5.12. Lemma. The adjoint representation of ag on guniv defines an

isomorphism between ag and the algebroid of infinitesimal symmetries of

guniv.

3.5.13. Proposition. The group of DerO-equivariant automorphisms of the

pair (Ag(O), ag) equals Aut Γ where Γ is the Dynkin graph of g.

Proof. Let G be the adjoint group corresponding to g. Denote by L the

group of DerO-equivariant automorphisms of (Ag(O), guniv). According to

3.5.12 we have to show that L = Aut Γ. We have the obvious morphisms

i : Aut Γ = Aut(G, B)/B → L and π : L → Aut Γ such that πi = id. Kerπ

is the group of DerO-equivariant automorphisms of (Opg(O),F0
G), so Ker π

is trivial according to 3.5.9.

3.5.14. Proposition. The pair (Ag(O), ag) does not have nontrivial DerO-

equivariant automorphisms inducing the trivial automorphism of grAg(O)

(gr corresponds to the filtration from 3.2.1).

Proof. Let Γ be the Dynkin graph of g. According to 3.5.13 and (48) we

have to show that the action of Aut Γ on the algebra zcl
Lg

(O) from 2.7.1 is

exact. So it suffices to show that the action of Aut Γ on W\h is exact (W

denotes the Weyl group). Let C ⊂ Aut h be the automorphism group of the

root system. There is an a ∈ h whose stabilizer in C is trivial. So the action

of Aut Γ = C/W on W\h is exact.
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3.5.15. We equip ag with the weakest translation-invariant topology such

that the stabilizer of any regular function on the total space of F0
G is

open (recall that ag acts on F0
G). This is the weakest translation-invariant

topology such that the ag-centralizer of every element of guniv is open. So

the topology is reconstructed from the Lie algebroid structure on ag.

Clearly the canonical morphism DerO → ag is continuous.

3.5.16. Denote by ab the Lie algebroid of (global) infinitesimal symmetries

of F0
B. Let buniv (resp. nuniv) denote the space of global sections of the

F0
B-twist of b (resp. n). There is a canonical exact sequence

0 → buniv → ab → Der Ag(O) → 0 .

ab is a subalgebroid of ag; in fact ab is the normalizer of buniv ⊂ ag. The

image of Der0 O in ag is contained in ab.

nuniv is an ideal in ab and ab/nuniv is the algebroid of (global) infinitesimal

symmetries of F0
H . Since F0

H is trivial and its trivialization is “almost”

unique (see 3.5.5) ab/nuniv is canonically isomorphic to the semidirect sum

of DerAg(O) and Ag(O) ⊗ h. Denote by an the preimage of DerAg(O) ⊂
ab/nuniv in ab.

Remark. According to 3.5.5 the composition Der0 O → ab/nuniv =

Der Ag(O) ⊕ (Ag(O) ⊗ h) is contained in DerAg(O) ⊕ h; it is equal to

the sum of the natural morphism Der0 O → Der Ag(O) and the morphism

Der0 O → h such that L0 
→ −ρ̌, Ln 
→ 0 for n > 0.

3.5.17. We are going to describe ab, buniv, etc. in terms of the action of L0

on ag. The following notation will be used. If DerO acts on a topological

vector space V so that the eigenvalues of L0 : V → V are integers denote

by V ≤k the smallest closed subspace of V containing all v ∈ V such that

L0v = nv, n ≤ k. Set V <k := V ≤k−1. If V is a topological module over

some algebra A and W is a subspace of V we denote by A · W the smallest

closed subspace of V containing aw for every a ∈ A and w ∈ W .
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3.5.18. Proposition. i) The following equalities hold:

buniv = Ag(O) · (guniv)≤0(74)

nuniv = Ag(O) · g<0
univ(75)

ab = Ag(O) · (ag)≤0(76)

an = Ag(O) · a<0
g(77)

ii) The image of the morphism

(ag)≤0 → Ag(O)(ag)≤0/Ag(O)a<0
g = ab/an = Ag(O) ⊗ h

equals h, so we have a canonical isomorphism

(ag)≤0/(Ag(O) · a<0
g ∩ (ag)≤0) ∼−→ h(78)

Proof. i) (74)–(77) follow from (69). Or one can notice that (74) and (75)

are particular cases of (73) and prove, e.g., (76) as follows. According

to (74) Ag(O) · (ag)≤0 ⊃ buniv and Ag(O) · (DerAg(O))≤0 = DerAg(O),

so Ag(O) · (ag)≤0 ⊃ ab. Ag(O) · (ag)≤0 ⊂ ab because (ag/ab)≤0 =

(guniv/buniv)≤0 = (guniv)≤0/(buniv)≤0 = 0 according to (74).

ii) The image of (ag)≤0 in Ag(O) ⊗ h equals (Ag(O) ⊗ h)≤0 = h.

3.6. Feigin-Frenkel isomorphism II.

3.6.1. Let A be an associative algebra over C[h] flat as a C[h]-module.

Set A0 := A/hA. Denote by Z the center of A0. If Z = A0, i.e., if A0 is

commutative, then Z is equipped with the standard Poisson bracket

{z1, z2} := [z̃1, z̃2]/h mod h(79)

where z1, z2 ∈ Z and z̃i is a preimage of zi in A. Hayashi noticed in [Ha88]

that even without the assumption Z = A0 (79) is a well-defined Poisson

bracket on Z (in particular the r.h.s. of (79) belongs to Z).

Remarks
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(i) In the above situation there is a canonical Lie algebra morphism

ϕ : Z → Der A0/ IntA0 where Int A0 is the space of inner derivations.

ϕ is defined by ϕ(z) = Dz, Dz(a) := [z̃, ã]/h mod h where z̃, ã ∈ A

are preimages of z ∈ Z and a ∈ A0. If z′ ∈ Z then Dz(z′) = {z, z′}.
Der A0/ IntA0 is a Z-module and ϕ(z1z2) = z1ϕ(z2) + z2ϕ(z1). So ϕ

induces a Z-module morphism Φ : Ω1
Z
→ Der A0/ IntA0. In fact Φ is

a morphism of Lie algebroids over Z (see 3.5.10 for the definition of

Lie algebroid); the Lie algebroid structure on DerA0/ IntA0 is defined

in the obvious way and the one on Ω1
Z

is the standard algebroid

structure induced by the Poisson bracket on Z (cf. [We88] ), i.e.,

[dz, dz′] := d{z, z′} for z, z′ ∈ Z and the morphism Ω1
Z
→ Der Z maps

dz to grad z, (grad z)(z′) := {z, z′}.
(ii) The above constructions make sense if C[h] is replaced by C[h]/(h3).

3.6.2. Now let g be a semisimple Lie algebra and K := C((t)). Denote

by A the completed universal enveloping algebra of the Lie algebra g̃ ⊗ K

from 2.5.1, i.e., A := lim
←−
n

(U g̃ ⊗ K)/Jn where Jn ⊂ U g̃ ⊗ K is the left ideal

generated by g⊗tnC[[t]] ⊂ g⊗K ⊂ g̃ ⊗ K, n ≥ 0. Consider the C[h]-algebra

structure on A defined by ha = 1 · a− a, a ∈ A, where 1 ∈ C ⊂ g̃ ⊗ K ⊂ A.

A is flat over C[h] and A/hA is the completed twisted universal enveloping

algebra U
′ = U

′(g ⊗ K) from 2.5.2 and 2.9.4. So (79) defines a Poisson

bracket on the center Z of U
′. It was introduced in [Ha88], so we call it the

Hayashi bracket.

3.6.3. For an open Lie subalgebra a ⊂ g ⊗ O denote by Ia (resp. Ĩa)

the closure of the left ideal of U
′ (resp. of A = U g̃ ⊗ K) generated by

a ⊂ g ⊗ O ⊂ g̃ ⊗ K. Clearly Ia is the image of Ĩa in U
′. Set Ia := Ia ∩ Z.

We equip Z with the topology induced from U
′. The ideals Ia (resp. Ia)

form a base of neighbourhoods of zero in U
′ (resp. in Z).

3.6.4. Lemma.
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(i) {Ia, Ia} ⊂ Ia.

(ii) The Hayashi bracket on Z is continuous.

Proof. Use the fact that A/Ĩa equipped with the C[h]-module structure from

3.6.2 is flat.

3.6.5. Set I := Ig⊗O. The canonical morphism Z → zg(O) is surjective

(see 2.9.3–2.9.5) and its kernel equals I. So zg(O) = Z/I.

Denote by I2 the closed ideal of Z generated by elements of the form ab

where a, b ∈ I. Then I/I2 is a Lie algebroid over zg(O) (the commutator

I/I2 × I/I2 → I/I2 and the mapping I/I2 → Der zg(O) are induced by the

Hayashi bracket). The Lie algebra DerO acts on I/I2 and zg(O). These

actions are continuous (I/I2 is equipped with the topology induced from Z

and zg(O) is discrete).

3.6.6. Let us formulate a more precise version of Theorem 3.2.2. We have

the algebra zg(O) and the Lie algebroid I/I2 over zg(O). On the other hand

denote by Lg the Langlands dual and consider the algebra ALg(O) (see 3.2.1)

and the Lie algebroid aLg over it (see 3.5.11). I/I2 and aLg are equipped

with topologies (see 3.6.5 and 3.5.15). The Lie algebra DerO acts on all

these objects. zg(O) and ALg(O) are equipped with filtrations (see 1.2.5

and 3.2.1), and we have the morphism σ−1
A σz : gr zg(O) → grALg(O) where

σz : gr zg(O) → zcl
g (O) is the symbol map and σA is the isomorphism (48)

with g replaced by Lg.

3.6.7. Theorem. There is an isomorphism of filtered DerO-algebras

ϕO : ALg(O) ∼−→ zg(O)(80)

such that grϕ−1
O = σ−1

A σz and ϕO extends to a topological DerO-equivariant

isomorphism of Lie algebroids

aLg

∼−→ I/I2 .(81)

This theorem can be extracted from [FF92] (see 3.7.12–3.7.17).
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Remark. According to 3.5.14 the isomorphisms (80) and (81) are unique.

In 3.6.11 we will formulate an additional property of the isomorphism

(81). But first we must define an analog of (78) for the algebroid I/I2.

3.6.8. We will use the notation from 3.5.17.

Lemma. Set I− := (U ′)≤0 ∩ Ia where a = tg[[t]] and Ia was defined in

3.6.3. Then I− is a two-sided ideal in (U ′)≤0 and

(U ′)≤0 = Ug ⊕ I− .(82)

Proof. (82) is clear. Since I− is a left ideal and [g, I−] ⊂ I− (82) implies

that I− is a two-sided ideal.

Define π : (U ′)≤0 → Ug to be the morphism such that π(I−) = 0 and

π(a) = a for a ∈ Ug.

Here is an equivalent definition of π. Set Vac′a := U
′
/Ia, a = tg[[t]]. Then

Vac′a is a left U
′-module and a right Ug-module. The eigenvalues of L0 on

Vac′a are non-negative and Ker(L0 : Vac′a → Vac′a) = Ug. So Ug ⊂ Vac′a

is invariant with respect to the left action of (U ′)≤0. The left action of

(U ′)≤0 commutes with the right action of Ug, so it defines a morphism

(U ′)≤0 → Ug. This is π.

3.6.9. Denote by C the center of Ug. Then

π(Z≤0) ⊂ C , π(Z · Z<0 ∩ Z≤0) = 0 .

Let m ⊂ C be the maximal ideal corresponding to the unit representation

of Ug. Recall that I := Ker(Z → zg(O)). Then π(I≤0) ⊂ m. Since (I2)≤0 ⊂
I≤0 · I≤0 + (Z · Z<0 ∩ Z≤0) one has π((I2)≤0) ⊂ m2. So π induces a C-linear

map d : (I/I2)≤0 → m/m2 such that zg(O) · (I/I2)<0 ∩ (I/I2)≤0 ⊂ Ker d.

Exercise. π({z1, z2}) = 0 for z1, z2 ∈ Z≤0 (so d is a Lie algebra morphism).
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3.6.10. Identify C with the algebra of W -invariant polynomials on h∗ where

W is the Weyl group. Then m consists of W -invariant polynomials on h∗

vanishing at ρ := the sum of fundamental weights. Since ρ ∈ h∗ is regular

we can identify m/m2 with h by associating to a W -invariant polynomial

from m its differential at ρ. So we have constructed a map

d : (I/I2)≤0/(zg(O) · (I/I2)<0 ∩ (I/I2)≤0) → h(83)

3.6.11. Theorem. The diagram

(aLg)≤0/(ALg(O) · a<0
Lg

∩ (aLg)≤0) ∼−→ h∗� �

� �

d : (I/I2)≤0/(zg(O) · (I/I2)<0 ∩ (I/I2)≤0) −→ h

(84)

anticommutes. Here the upper arrow is the isomorphism (78) with g replaced

by Lg, the left one is induced by (81), and the right one comes from the scalar

product (18).

This theorem can be extracted from [FF92] (see 3.8.15–3.8.22).

3.6.12. The reason why the “critical” scalar product (18) appears in 3.6.11

is not very serious. The reader may prefer the following point of view.

Denote by B the set of invariant bilinear forms on g. For each b ∈ B we

have the completed twisted universal enveloping algebra U
′
b = U

′
b(g ⊗ K)

corresponding to the cocycle (u, v) 
→ Res b(du, v), u, v ∈ g⊗K (so U
′ = U

′
c

where c is defined by (18)). One can associate to b ∈ B a Poisson bracket

{ }b on Z by applying the general construction from 3.6.1 to the family

of algebras U
′
c+hb depending on the parameter h (the bracket from 3.6.2

corresponds to b = c). The Lie algebroid structure on I/I2 depends on b.

Then 3.6.7 and 3.6.11 hold for every nondegenerate b ∈ B (notice that in

(84) both vertical arrows depend on b).
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3.6.13. In fact, the action of DerO on I/I2 mentioned in 3.6.6–3.6.7 comes

from a canonical morphism DerO → I, which is essentially due to Sugawara.

We will explain this in 3.6.16 after a brief overview of Sugawara formulas

in 3.6.14–3.6.15. These formulas also yield elements of zg(O); in the case

g = sl2 they generate zg(O). We remind this in 3.6.18. Both 3.6.18 and

3.6.19 are not used in the sequel (?).

3.6.14. In this subsection we remind the general Sugawara formulas. In

3.6.15 we remind their consequences for the critical level.

Let A be the completed universal enveloping algebra of g̃ ⊗ K. As a

vector space g̃ ⊗ K is the direct sum of g⊗K and C = C ·1. The Sugawara

elements L̃n ∈ A are defined by

L̃n :=
1
2

∑
r+l=n

gλµ : e
(r)
λ e(l)

µ :(85)

Here {eλ} is a basis of g, e
(r)
λ := eλtr ∈ g((t)) = g ⊗ K ⊂ g̃ ⊗ K, (gλµ)

is inverse to the Gram matrix (eλ, eµ) with respect to the “critical” scalar

product (18) and

: e
(r)
λ e(l)

µ :=

 e
(r)
λ e

(l)
µ if r ≤ l

e
(l)
µ e

(r)
λ if r > l

(86)

Of course summation over λ and µ is implicit in (85). Clearly the infinite

series (85) converges and L̃n → 0 for n → ∞.

Remark. If n �= 0 then : e
(r)
λ e

(l)
µ : can be replaced in (85) by e

(r)
λ e

(l)
µ . Indeed,

since gλµ is symmetric gλµ[e(r)
λ , e

(l)
µ ] = 0 unless r + l = 0, r �= 0.
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The proof of the following formulas can be found20, e.g., in Lecture 10

from [KR] and § 12.8 from [Kac90] :

ad L̃n = hLn(87)

Lm(L̃n) = (m − n)L̃m+n + δm,−n · m3 − m

12
· (dim g) · 1 .(88)

In (87) ad L̃n is an operator A → A, Ln := −tn+1 d
dt ∈ Der K is also

considered as an operator A → A (the Lie algebra DerK acts on A in

the obvious way), and h has the same meaning as in 3.6.2, i.e., h : A → A

is multiplication by 1 − 1.

Using (87) one can rewrite (88) in the Virasoro form:

[L̃m, L̃n] = h((m − n)L̃m+n + δm,−n · m3 − m

12
· (dim g) · 1) .(89)

3.6.15. The image of L̃n in A/hA = U
′ will be denoted by Ln. According

to (87) Ln belongs to the center Z ⊂ U
′ and

{Ln, z} = Ln(z), z ∈ Z(90)

where { } denotes the Hayashi bracket on Z. According to (88) and (89)

Lm(Ln) = (m − n)Lm+n + δm,−n · m3 − m

12
· dim g(91)

{Lm,Ln} = (m − n)Lm+n + δm,−n · m3 − m

12
· dim g .(92)

3.6.16. If n ≥ −1 then Ln ∈ I := Ker(Z → zg(O)) (indeed, a glance at (85)

shows that Ln annihilates the vacuum vector from Vac′). If m, n ≥ −1 then

the “Virasoro term” δm,−n(m3 −m) vanishes, so one has the continuous Lie

algebra morphism DerO → I defined by Ln 
→ Ln, n ≥ −1. It induces a

continuous algebra morphism

Der O → I/I2 .(93)

20The reader should take in account that experts in Kac – Moody algebras usually

equip g with the scalar product obtained by dividing (18) by minus the dual Coxeter

number.
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Remark. According to (90) the action of DerO on I/I2 induced by (93)

coincides with the action considered in 3.6.6–3.6.7.

3.6.17. Lemma. The composition of (93) and the isomorphism I/I2 ∼−→ aLg

inverse to (81) is equal to the morphism DerO → aLg from 3.5.11.

Proof The two morphisms Der O → aLg induce the same action of DerO

on aLg. So they are equal by 3.5.12.

3.6.18. Denote by Ln the image of Ln in Z/I = zg(O) . If n ≥ −1 then

Ln = 0. The natural morphism C[L−2,L−3, . . . ] → zg(O) is injective and

if g = sl2 it is an isomorphism. To show this it is enough to compute

the principal symbol of Ln and to use the description of zcl
g (O) from 2.4.1.

If zcl
g (O) is identified with the space of G(O)-invariant polynomials on

g∗ ⊗ ωO (see 2.4.1) then the principal symbol of Ln is the polynomial

�n : g∗ ⊗ ωO → C defined by �n(η) = 1
2 Res(η, η)Ln; here (η, η) ∈ ω⊗2

O ,

Ln ∈ ω
⊗(−1)
K , (η, η)Ln ∈ ωK , so the residue makes sense. Clearly the

mapping C[�−2, �−3, . . . ] → zcl
g (O) is injective and if g = sl2 it is an

isomorphism.

For g = sl2 the Feigin – Frenkel isomorphism is the unique DerO-

equivariant isomorphism ALg(O) ∼−→ zg(O). An sl2-oper over Spec O can

be represented as a connection d
dt + ( 0 u

1 0 ), u = u(t) = u0 + u1t + . . . , or

as a Sturm – Liouville operator
(

d
dt

)2 − u(t) : ω
−1/2
O → ω

3/2
O . One has

Asl2(O) = C[u0, u1, . . . ] and the Feigin – Frenkel isomorphism maps uj to

−2L−2−j .

For any semisimple g we gave in 3.5.6 a description of ALg(O) as an

algebra with an action of DerO; see (64)–(68). Using the Der O-equivariance

property of the Feigin – Frenkel isomorphism one sees that if g is simple then

L−2−j ∈ zg(O) corresponds to cu1j ∈ ALg(O), c = −(dim g)/6 (???).

3.6.19. Consider the vacuum module Vacλ := VacA /(h − λ)VacA, where

VacA is the quotient of A modulo the closed left ideal generated by g ⊗ O.

In 2.9.3 we mentioned that EndA Vacλ = C for λ �= 0. The following proof
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of this statement was told us by E. Frenkel. As explained in 2.9.3–2.9.5

any endomorphism f : Vacλ → Vacλ comes from some central element z

of A/(h − λ)A. In fact the center of A/(h − λ)A equals C if λ �= 0, but

instead of proving this let us notice that [L̃0, z] = 0 and therefore L0(z) = 0

(see (87)). So [L0, f ] = 0 where L0 is considered as an operator in Vacλ.

Therefore f preserves the space Ker(L0 : Vacλ → Vacλ), which is generated

by the vacuum vector. Since the A-module Vacλ is generated by this space

f is a scalar operator.

3.7. The center and the Gelfand - Dikii bracket.

3.7.1. Set Y := SpecO, Y ′ := SpecK where, as usual, O = C[[t]],

K = C((t)). Let A be a (commutative) AutO-algebra. Then for any smooth

curve X one obtains a DX -algebra AX (see 2.6.5). Though Y and Y ′ are

not curves in the literal sense the construction from 2.6.5 works for them

(with a minor change explained below). So one gets a DY -algebra AY and

a DY ′-algebra AY ′ , which is the restriction of AY to Y ′. The fiber of AY at

the origin 0 ∈ Y equals A.

Let us explain some details. The definition of AX from 2.6.5 used

a certain scheme X∧. Since Y is not a curve in the literal sense the

definition of Y ∧ should be modified as follows. Denote by ∆n the n-th

infinitesimal neighbourhood of the diagonal ∆ ⊂ Spec O⊗̂O. The morphism

Spec O⊗̂O → Spec O ⊗ O = Y × Y induces an embedding ∆n ↪→ Y × Y

(if n > 0 then ∆n is smaller than the n-th infinitesimal neighbourhood

of the diagonal ∆ ⊂ Y × Y ). Now in the definition of an R-point of

Y ∧ one should consider only R-morphisms γ : SpecR⊗̂O → Y with

the following property: for any n there is an N such that the morphism

Spec O/tnO × Spec O/tnO × Spec R → Y × Y induced by γ factors through

∆N (then one can set N = 2n − 2).



HITCHIN’S INTEGRABLE SYSTEM 99

3.7.2. Sometimes we will use the section

Y → Y ∧(94)

corresponding to the morphism γ : SpecO⊗̂O → Y = SpecO defined by

γ∗(t) = t ⊗ 1 + 1 ⊗ t .(95)

The section (94) yields an isomorphism

AY
∼−→ A ⊗OY .(96)

Of course (94) and (96) are not canonical: they depend on the choice of a

local parameter t ∈ O.

3.7.3. In the situation of 3.7.1 consider the functor F : {C-algebras} →
{Sets} such that F (R) is the set of horizontal Y ′-morphisms Spec R⊗̂K →
Spec AY ′ or, which is the same, the set of horizontal K-morphisms

H0(Y ′, AY ′) → R⊗̂K. F is representable by an ind-affine ind-scheme S

(which may be called the ind-scheme of horizontal sections of SpecAY ′).

Indeed, F is a closed subfunctor of the functor R 
→ Hom(V, R⊗̂K) where

V = H0(Y ′, AY ′) and Hom means the set of K-linear maps.

Denote by AK the ring of regular functions on S. This is a complete

topological algebra (the ideals of AK corresponding to closed subschemes of

S form a base of neighbourhoods of 0).

AK is equipped with an action of the group ind-scheme AutK (an R-point

of AutK is an automorphism of the topological R-algebra R⊗̂K).

The scheme of horizontal sections of Spec AY is canonically isomorphic

to Spec A (to a horizontal section s : Y → Spec AY one associates

s(0) ∈ Spec A). This is a closed subscheme of S = SpecAK , so we get

a canonical epimorphism

AK → A .(97)

Clearly it is AutO-equivariant.
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Example. Suppose that A = C[u0, u1, u2, . . . ] and uk = (L−1)ku0/k!,

L0u0 = du0, d ∈ Z (as usual, Ln := −tn+1 d
dt ∈ Der O). Then one has the

obvious isomorphism f between the DY -scheme Spec AY and the scheme of

jets of d-differentials on Y . Clearly AutO = AutY acts on both schemes

by functoriality. f is equivariant with respect to the group ind-scheme of

AutO generated by L0 and L−1. Using f we identify horizontal sections of

Spec AY ′ with d-differentials on Y ′, i.e., sections of ω⊗d
Y ′ . A d-differential on

Y ′ can be written as
∑
i
ũit

i(dt)⊗d, so AK = C[[. . . ũ−1, ũ0, ũ1, . . . ] where

C[[. . . ũ−1, ũ0, ũ1, . . . ] := lim
←−
n

C[. . . ũ−1, , ũ0, ũ1, . . . ]/(u−n, u−n−1, . . . ) .(98)

Clearly L0ũk = (d + k)ũk, L−1ũk = (k + 1)ũk+1, and the morphism (97)

maps ũk to uk if k ≥ 0 and to 0 if k < 0.

3.7.4. Denote by zg(K) the algebra AK from 3.7.3 in the particular case

A = zg(O) (see 2.5.1 or 2.7.2 for the definition of zg(O)). We are going to

define a canonical morphism from zg(K) to the center Z of the completed

twisted universal enveloping algebra U
′ = U

′(g⊗K). To this end rewrite (34)

as a K-linear map zg(O)⊗OK → Z⊗̂K. Using the noncanonical isomorphism

zg(O)Y
∼−→ zg(O) ⊗OY (see (96)) one gets a map

H0(Y ′, zg(O)Y ′) → Z⊗̂K ,(99)

which is easily shown to be canonical, i.e., independent of the choice of a

local parameter t ∈ O (in fact, (34) is a noncanonical version of (99); (34)

depends on the choice of t because (32) involves ζ + t, which is nothing but

the noncanonical section Y ′ → Y
′∧ defined by (95)).

3.7.5. Theorem.

(i) The map (99) is a horizontal morphism of K-algebras. Therefore (99)

defines a continuous morphism

zg(K) → Z .(100)


