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Abstract. We consider first-order Lagrangians whose Euler-Lagrange equations belong to the class of 3D
dispersionless integrable systems. The integrability conditions are known to impose an involutive system
of fourth-order differential constraints for the Lagrangian density, implying that the parameter space of
integrable Lagrangians is 20-dimensional, supplied with a locally free action of a 20-dimensional equivalence
group having one open orbit (“master-Lagrangian"). In this paper we give several explicit constructions of
the corresponding master-density, one in terms of generalised hypergeometric functions and two in terms
of Picard modular forms. In fact, we construct Picard modular forms for the Picard modular group U(1, d)
over the ring of integers of the field Q(

√
−3) for every positive integer d, with the master density and its

degenerations given by the cases 1 ≤ d ≤ 3.
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1. Introduction

Integrable systems in 1+1 dimensions (equations of KdV type) have been thoroughly investigated in the
mathematical physics community. The key classification principle here is the so-called symmetry approach
based on the requirement of the existence of infinitely many higher symmetries, a property that can be
efficiently verified. The scarcity of classification results in 2+1 dimensions (equations of KP type) is due to
non-locality of higher symmetries in multi-dimensions, which makes them difficult to compute. The only
multi-dimensional exceptions where partial classification results are currently available are dispersionless
equations, where several methods have recently been introduced (hydrodynamic reductions, dispersionless
Lax pairs, integrable conformal geometry). A new feature here is a parametrisation in terms of multi-
dimensional hypergeometric functions, sometimes with remarkable modular properties. The case treated
in this paper (integrable first-order Lagrangians) is a particular manifestation of this phenomenon leading
to a parametrisation of the corresponding integrable Lagrangian densities via Picard modular forms.
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In more detail, we investigate first-order Lagrangian densities f(v1, v1, v3) for which the Euler-Lagrange
equations

3∑
i=1

∂

∂ti

( ∂f
∂vi

)
= 0 (1.1)

associated to the Lagrangians
∫
f(v1, v1, v3)dt belong to the class of 3D dispersionless integrable systems.

Here vi = ∂v/∂ti, where v = v(t1, t2, t3) is a function of three independent variables, so that (1.1) for a
given function f is a non-linear second order differential equation for v. Familiar examples include the
dispersionless Kadomtsev-Petviashvili (KP) equation v13− v1v11− v22 = 0 and the Boyer-Finley equation
v11 + v22 − ev3v33 = 0, corresponding respectively to the Lagrangian densities f = 1

3v
3
1 + v2

2 − v1v3 and
f = v2

1 + v2
2 − 2ev3 . A Lagrangian is said to be non-degenerate if the determinant of the Hessian matrix of

its Lagrangian density is non-zero. Non-degenerate Euler-Lagrange equations (1.1) arise in a wide range
of applications in continuum mechanics, general relativity and differential geometry.

The integrability of the Euler-Lagrange equations (1.1) has been investigated by a variety of techniques:
• The method of hydrodynamic reductions [10, 11], based on the requirement that equation (1.1) has
infinitely many multi-phase solutions of special type.
• The method of dispersionless Lax pairs [40, 11], based on the representation of equation (1.1) as
the compatibility condition of two Hamilton-Jacobi equations.
• Integrable conformal geometry (or ‘integrability on solutions’) [12], based on the condition that
the characteristic variety of equation (1.1) defines a conformal structure which is Einstein-Weyl
on every solution.

Without going into technical details, let us note that all these seemingly different approaches are equiv-
alent [11, 5, 12], leading to one and the same set of differential constraints for the Lagrangian density f ,
the so-called integrability conditions. If we denote by hi1...in the partial derivatives ∂nh/∂vi1 · · · ∂vin of
a function h(v1, v2, v3) and by dnh its nth symmetric differential

∑
i1,...,in

fi1···in dvi1 · · · dvin , then these
conditions can be given in a remarkably compact form:

Theorem 1.1. [11] For a non-degenerate Lagrangian, the Euler-Lagrange equation (1.1) is integrable if
and only if the Lagrangian density f satisfies the relation

d4f = d3f
dH

H
+

3

H
det(dM) , (1.2)

where H for the determinant of the Hessian matrix Hess(f) of f and M its bordered Hessian matrix:

M =


0 f1 f2 f3

f1 f11 f12 f13

f2 f12 f22 f23

f3 f13 f23 f33

 =

(
0 (∇f)t

∇f Hess(f)

)
.

The non-degeneracy condition is equivalent to H 6= 0.

Both sides of relation (1.2) are homogeneous symmetric quartics in dv1, dv2, dv3. Equating similar terms
we obtain expressions for all fourth-order partial derivatives of the Lagrangian density f in terms of its
second-order and third-order partial derivatives (fifteen relations altogether). For example, equating the
coefficients of dv4

1 in (1.2) leads to the following PDE

(f11f22f33 − f11f
2
23 − f2

12f33 + 2f12f13f23 − f2
13f22)f1111 =

(f22f33 − f2
23)f2

111 +
[
(−2f12f33 + 2f13f23)f112 + (2f12f23 − 2f13f22)f113 + (f11f33 − 4f2

13)f122

+ (−2f11f23 + 8f12f13)f123 + (f11f22 − 4f2
12)f133

]
f111 − 3f2

11f122f133 + 3f2
11f

2
123 + 3f2

12f
2
113

+ 6f11f12f133f112 − 6f11f13f123f112 − 6f11f12f123f113 + 6f11f13f122f113 + 3f2
13f

2
112 − 6f12f13f112f113 ,

(1.3)
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which shows the complexity of the system of PDEs we are facing. The resulting over-determined system
for f is in involution (meaning that we get the same formulas for the fifth and higher order derivatives
of f in whichever order we differentiate (1.2), so that the system is consistent), and its solution space is
20-dimensional, because the values of the partial derivatives of f up to order 3 at any generic point give a
total of 1 + 3 + 6 + 10 = 20 arbitrary constants and determine all the higher-order derivatives. Thus, we
have a 20-dimensional parameter space of integrable Lagrangians.

It was observed in [13] that the integrability conditions (1.2) are invariant under the fractional trans-
formations

vj 7→ ṽi =
li(v1, v2, v3)

l0(v1, v2, v3)
(i = 1, 2, 3), f 7→ f̃ =

l4(v1, v2, v3) + f

l0(v1, v2, v3)
(1.4)

where l0, . . . , l4 are arbitrary affine functions. This means that we can multiply (1 : v1 : v2 : v3 : f) on the
right by a 5 × 5 matrix with bottom row (0 0 0 0 1), providing a 20-dimensional symmetry group of the
problem. It was proved in [13] that the action of the symmetry group on the 20-dimensional parameter
space of integrable Lagrangians has an open orbit. Any Lagrangian density from the open orbit (such
densities will be called generic) gives rise to a master-Lagrangian whose modular properties were touched
on in [13], and which will be the main subject of this paper. The equality of the dimensions of the solution
space and the group of symmetries means that the master-density has no continuous symmetries, but it
is remarkable that its stabiliser is a lattice in the real part of the complex symmetry group.

The system of equations (1.2) has a trivial solution f(v1, v2, v3) = v1v2v3 as noted in [11] and a hierarchy
of four kinds of solutions that can be seen either as successive deformations of this trivial one or in the
reverse order as successive degenerations of (any) master solution, namely

f(v1, v2, v3) = gd(v1, . . . , vd) vd+1 · · · v3 (0 ≤ d ≤ 3) , (1.5)

where g0() = 1 and each gd (1 ≤ d ≤ 3) is supposed to be generic in the sense that the solution (1.5) is not
equivalent under the symmetry group (1.4) to one of type d−1. In each case, the function gd must satisfy
a system of fourth-order non-linear differential equations, of which (1.2) (or (1.3) and its 14 companions)
is the special case d = 3, while the equation for g1 in the case d = 1 is simply

g
(
gg′′ − 2g′

2)
g′′′′ − 9g′

2
g′′

2
+ 2gg′g′′g′′′ + 8g′

3
g′′′ − g2g′′′

2
= 0 . (1.6)

In Part II of the paper we will give descriptions of the generic solution gd for each value d = 1, 2 or 3.
These descriptions are of two essentially different types.

• Parametric representation. We will prove that the nonlinear integrability conditions (1.2) can
be linearised, leading to a parametrisation of the generic integrable Lagrangian density f via
generalised hypergeometric functions. This is a direct corollary of symmetry properties of the
underlying integrability conditions. This representation uses a basis of solutions of a generalised
hypergeometric system comprised of Picard-Fuchs equations for periods of the associated family
of Picard trigonal curves. These curves, along with the equations for their periods, were studied
by É. Picard [31] already in 1883.
• Explicit formulas. In each case we will give three different versions, all of which are equivalent
under the group of transformations. The simplest and most attractive are given by the symmetric
power series expansions

g1(x) =
∑
i>0

C2
i

x6i+1

(6i+ 1)!
, g2(x, y) =

∑
i,j>0

CiCjCi+j
x6i+1

(6i+ 1)!

y6j+1

(6j + 1)!
,

g3(x, y, z) =
∑
i,j,k>0

CiCjCkCi+j+k
x6i+1

(6i+ 1)!

y6j+1

(6j + 1)!

z6k+1

(6k + 1)!
,

where {Cn}n>0 is a certain remarkable sequence of integers beginning
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n 0 1 2 3 4 5 6 7

Cn 1 −1 −6 552 18600 9831240 −5308476480 −1843562401920

that was introduced in [37] in connection with the problem of representing primes as sums of two
cubes and that has a number of different interpretations in terms of hypergeometric functions,
elliptic functions, polynomial recursions, and modular forms which will be reviewed in Section 2.

The above formulas for g1, g2 and g3 generalize immediately to a definition of a function gd of d complex
variables for every integer d > 1. The second main result of the paper, developed in Part I, is that these
functions (rescaled to make them holomorphic in the complex unit d-ball) have transformation properties
under the Picard modular group U(1, d;OF ) over the ring of integers OF of the field F = Q(

√
−3) for

every value of d, even though the connection with dispersionless integrable systems is limited only to the
first three values. Possible extensions of these ideas are discussed briefly in the final section of the paper.

2. A remarkable sequence of integers

In this paper we will derive concrete expressions for both the general (‘master’) and degenerate solutions
(depending on only one or two of the three variables) of the system (1.2) in a number of different ways.
All of them turn out to be linked to a single sequence of integers (ck)k>0, the first few of which are given
by the table

k 0 1 3 6 7 9 12 13 15 18 19

ck 1 1 1 2 6 −8 −152 −216 1240 6848 −119232

(and ck = 0 for k 6≡ 0, 1, 3 mod 6). These numbers, which originally appeared in [37] in connection
with a classical problem of Diophantine analysis (identifying the primes that are sums of two cubes),
occur in a remarkable variety of different mathematical contexts: hypergeometric functions, polynomials
satisfying linear differential recursions, elliptic functions, modular forms, special values of L-functions, and
non-linear differential equations. It is this wealth of different manifestations that leads to the different
concrete descriptions of the solutions of our differential system, and eventually to the Picard modular
transformation properties of the generating functions gd introduced above. In this section we describe, in
a more or less random order, the different manifestations of the integers ck listed above.

Actually, the only ckneeded for the applications in this paper are those with k ≡ 1 mod 6, which we
can renormalise slightly without destroying their integrality by setting

Cn =
c6n+1

(−6)n
(n > 0) , (2.1)

the first few values of the Cn being those tabulated in the introduction. The growth of these numbers,
which is relevant for determining the radius of convergence of some of the power series occurring below,
is given by

Cn = O
(
(3n)! Ω3n√n

)
, Ω = 211/3 3−5/6π3 Γ(1/3)−6 . (2.2)

We now proceed to the various descriptions and definitions of the integers ck. References for all of these
results are the paper [37] by the fourth author and Fernando Rodriguez Villegas, the earlier paper [36] on
which it is based, and, at a more expository level, Sections 5 and 6 of [39].

2.1. Hypergeometric functions. The numbers ck appear in several different ways as the coefficients of
hypergeometric series, re-expressed as power series in the quotient of two hypergeometric functions. In
particular, we have the following generating series for the three sequences (c6n), (c6n+1), and (c6n+3) :

(1−x)1/24 u1/2 =
∞∑
n=0

c6n

(3n)!

( v
2u

)3n
, (1−x)1/8 u3/2 =

∞∑
n=0

c6n+1

(3n)!

( v
2u

)3n
=

2

x1/3

∞∑
n=0

c6n+3

(3n+ 1)!

( v
2u

)3n+1
,
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where

u = F
(

1
3 ,

1
3 ; 2

3 ;x
)

= 1 +
x

6
+

4x2

45
+ · · · , v = x1/3 F

(
2
3 ,

2
3 ; 4

3 ;x
)

= x1/3 +
x4/3

3
+

25x7/3

126
+ · · ·

are a basis of solutions of the hypergeometric differential equation

x(1− x) y′′ +
2− 5x

3
y′ − 1

9
y = 0 . (2.3)

These equations express the powers u1/2 and u3/2 of u, multiplied by simple algebraic functions of x, as
power series in the ratio v/u of two linearly independent solutions of the hypergeometric equation (2.3).
Rather surprisingly, when we expand u itself with respect to the same variable, we find expansions that
involve the squares of the same numbers ck:

u =
∞∑
n=0

c2
3n

(3n)!

(v
u

)3n
=

1

x1/3

∞∑
n=0

c2
6n+1

(6n+ 1)!

(v
u

)6n+1
.

2.2. Polynomials satisfying linear differential recursions. The numbers ck do not satisfy any linear
recursion relation of bounded length with polynomial coefficients. Instead, they are the constant terms of
a sequence of polynomials of one variable that do satisfy such a recursion, but now involving derivatives.
Define a sequence of polynomials Pn = Pn(t) ∈ Z[t] recursively by

Pn(t) = (1− 8t3)P ′n−1 + (16n− 7)t2Pn−1 − 4(n− 1)(2n− 1)tPn−2 (n > 1)

with the initial condition P0(t) = 1. (The value of P−1 is not needed.) Then we have

(−6)nCn = c6n+1 = P3n(0) (2.4)

for all n > 0 (the constant terms Pn(0) vanish if 3 - n), and there are similar sequences of recursively
defined polynomials whose constant terms give c6n and c6n+3. Moreover, just as in the hypergeometric
description of the numbers ck, we find that their squares have exactly analogous formulas, the ones for
k = 3n for example being c2

3n = Q3n(0) with Qn = Qn(t) ∈ Z[t] defined recursively by Q0(t) = 1 and
Qn+1(t) = (1− t3)Q′n(t) + (2n+ 1)t2Qn(t)− n2 tQn−1(t) for n > 0.

2.3. Elliptic functions. Define a function

σ(z) =
∑
m∈Z

(−8

m

)
e
(m2

√
−3

16
+
mz

2
+

z2

2
√
−3

)
(2.5)

where e(x) denotes e2πix as usual and
(−8
m

)
is the Dirichlet character taking the value±1 form ≡ ±1 mod 8

or ±3 mod 8 and zero for m even. Up to rescaling (see Remark 3.6) this is the Weierstrass sigma-function
(the function whose second logarithmic derivative is the Weierstrass ℘-function) associated with the lattice

O = Z + Zρ , where ρ = (−1 +
√
−3)/2 (2.6)

(=ring of integers of the imaginary quadratic field Q(
√
−3)). It has the double-periodicity property

σ(z + α) = e
2π√

3
(ᾱz−ρN(α))

σ(z) for any α ∈ O (2.7)

where N(α) = αᾱ ∈ Z denotes the norm of a number α in O, and also satisfies σ(µz) = µσ(z) for any
unit µ of O, i.e., for any µ ∈ O× =

{
±1,±ρ,±ρ2

}
.

The Taylor expansion of σ(z) about the origin is given in terms of the numbers (2.1) by

σ(z) = λ0

∞∑
n=0

Cn
(6n+ 1)!

(λ1z)
6n+1 (2.8)
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where λ0 and λ1 are given in terms of the gamma function by

λ0 = i
35/24

27/6π
Γ(1/3)3/2 and λ1 =

61/6

2π
Γ(1/3)3 .

This expansion will play an important role in this paper. It also gives an easy recursive way to calculate
the numbers Cn. Indeed, the function σ(z) is related to the Weierstrass ℘-function ℘(z) associated to
the lattice O ⊂ C by (σ′/σ)′ = −℘, so its Taylor expansion is given in terms of the Laurent expansion
℘(z) = z−2 +

∑
n>1 pnz

6n−2 of ℘(z) by σ(z) = λ0λ1z exp
(
−
∑

n>1
pnz6n

6n(6n−1)

)
, and the familiar differential

equation ℘′(z)2 = 4℘(z)3 + (const.) of ℘(z) gives ℘′′(z) = 6℘(z)2 under differentiation and hence the
recursive formula pn+1 = 1

n(6n+7)

∑n
k=1 pkpn+1−k (n > 1) for the coefficients pn. Even more directly, the

differential equation of ℘ implies the (also classical) differential equation σσ′′′′ − 4σ′σ′′′ + 3σ′′2 = 0 for σ,
and this together with (2.8) implies the recursive formula

Cn = − (6n− 2)!

n− 1

∑
k+l=n, k, l>0

(k − l)(18k − 6l + 7) + 1

(6k + 1)!(6l − 1)!
CkCl (n > 2)

for the numbers Cn.

2.4. Special values of Hecke L-functions. For k > 1 denote by Lk(s) the Hecke L-function defined by

Lk(s) =
∑

α∈1+3O

αk−1

N(α)s
if Re(s) >

k + 1

2
(2.9)

where O is as in (2.6). This L-function has a known analytic continuation to all s ∈ C and a functional
equation relating its values at the arguments s and k − s, and its central value is given by the formula

L2n+2(n+ 1) =
c2
n

n!εn

(
3
√

3

2π

)n(Γ(1/3)3

2π
√

3

)2n+1

(2.10)

where εn is 3 for n ≡ 1 mod 6 and 6 for n ≡ 0 mod 3. (For other values of n both L2n+1(n + 1) and
cn vanish.) It is this occurrence of the cn (or their squares) that, in conjunction with the conjecture of
Birch and Swinnerton-Dyer (BSD), leads to the Diophantine application mentioned above. A question
going back to Sylvester in the 19th century is to know which primes p can be expressed as a sum of two
rational cubes (the analogous question for squares had been solved by Fermat). For p > 3 and five of the
six possible values of p mod 9, the answer is known (unconditionally in some cases and always if BSD is
true): p is always so expressible if it is congruent to 4, 7 or 8 modulo 9 and never if it is congruent to 2 or
5 modulo 9. For the remaining case p = 9k+ 1 the answer depends on p, but only through the number ck:
p is expressible as u3 + v3 with u and v ∈ Q if and only if p |c6k, with the direction ‘only if’ being known
unconditionally and the direction ‘if’ as a consequence of the BSD conjecture. More precisely, p |c6k is the
necessary and sufficient condition for the vanishing of the central value of the L-function of the elliptic
curve u3 + v3 = p, and this according to the BSD conjecture should be equivalent to the existence of a
rational solution of the equation defining this curve.

2.5. Modular functions and modular forms. We recall that a modular form of weight k on a discrete
subgroup Γ of SL(2,R) is a holomorphic function f(τ) in the complex upper half-plane H satisfying
f
(
aτ+b
cτ+d

)
= v(γ)(cτ + d)kf(τ) for all γ =

(
a b
c d

)
∈ Γ and τ ∈ H, where v(γ) (the “multiplier") is a suitable

root of unity. If Γ is commensurable with the group SL(2,Z), which will always be the case for us, then
such a function has a Fourier expansion as a sum of (in general fractional) powers of q := e2πiτ , a simple
example being the Dedekind eta function

η(τ) = q1/24
∞∏
n=1

(
1− qn

)
=
∑
n∈Z

(−1)n q(6n+1)2/24 (2.11)



INTEGRABLE LAGRANGIANS AND PICARD MODULAR FORMS 7

(the equality of these two formulas being a famous identity of Euler), which satisfies η(τ + 1) = eπi/12η(τ)

and η(−1/τ) =
√
τ/iη(τ) and hence is a modular form of weight 1/2 on SL(2,Z). Two important classes

of modular forms are unary theta series, like the second formula for η(τ) just given or the expansion

η(τ)3 =
∑
n∈Z

(−4

n

)
n qn

2/8 (2.12)

due to Jacobi (here
(−4
n

)
equals ±1 if n ≡ ±1 (mod 4) and 0 if n is even), and binary theta series like

Θ(τ) =
∑
a, b∈Z

qa
2+ab+b2 =

∑
α∈O

qN(α), (2.13)

which satisfies Θ(τ + 1) = Θ(τ) and Θ(−1/3τ) = (τ/
√
−3) Θ(τ) and hence is a modular form of weight 1

on the group Γ∗1(3) generated by ( 1 1
0 1 ) and 1√

3

(
0 −1
3 0

)
, or more generally

Θk(τ) =
∑
α∈O

αk−1 qN(α) (k > 1, k ≡ 1 (mod 6) ), (2.14)

which is a modular form cusp form of weight k on the same group.
A property that is of key importance for us is that modular forms not only have interesting Fourier

expansions as power series in q = e2πiτ , but also interesting Taylor developments around “CM points"
(points α ∈ H that satisfy a quadratic equation over Q), after identifying the upper half-plane with the
unit disk via w = τ−α

τ−ᾱ , τ = α−ᾱw
1−w and then rescaling w to get an expansion with algebraic coefficients.

Explicit examples for the modular forms introduced above are

(1− w)−1/2 η
(ρ− ρ̄w

1− w

)
=

e−πi/24 Γ(1
3)

22/3π5/8 Γ(5
6)

∞∑
n=0

c6n

(3n)!

(
−
√

3 Γ(1
3)6

24π3
w

)3n

, (2.15)

(1− w)−3/2 η
(ρ− ρ̄w

1− w

)3
=

(
e−πi/24 Γ(1

3)

22/3π5/8 Γ(5
6)

)3 ∞∑
n=0

c6n+1

(3n)!

(√
3 Γ(1

3)6

24π3
w

)3n

, (2.16)

(1− w)−1Θ
(τ0 − τ0w

1− w

)
=

µ√
2

∑
j>0

C2
j

(6j + 1)!
(Ωw)6j+1 (2.17)

and more generally

(1− w)−kΘk

(τ0 − τ0w

1− w

)
=

(−1)nµk√
2

∑
j>0

CjCj+n
(6j + 1)!

(Ωw)6j+1 (2.18)

for k = 6n+ 1 with n > 0 and |w| < 1, where

τ0 =
1

2
+

i

2
√

3
=

ρ√
−3
∈ H , µ =

21/6 32/3 Γ(1/3)3

(2π)2
, Ω =

21/3 35/6 Γ(1/3)6

(2π)3
.

It is above all this appearance of the numbers ck in the Taylor expansions of modular forms that is
responsible for all of the other identities in this section and all of the applications in this paper.

2.6. Nonlinear differential equations. Finally, from several of the above descriptions of the integers ck,
we can deduce nonlinear differential equations for various generating functions involving them, two exam-
ples being the equation

(F 2F ′′′ − 15FF ′F ′′ + 30F ′3)2 + 32(FF ′′ − 3F ′2)3 = 4F 30

for the generating function

F =
∞∑
n=0

c6n
x3n

(3n)!
= 1 +

x3

3
− 19x6

90
+

107x9

5670
+ . . .
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and the equation (1.6) for the power series g(x) =
∑∞

n=0C
2
n
x6n+1

(6n+1)! , which as explained in the introduction
is the special case d = 1 of the differential systems studied in this paper.

3. Integrable Lagrangian densities via modular forms

Here we summarise various representations of integrable Lagrangian densities via special functions
introduced in the previous section.

3.1. Lagrangian densities of the form f = vx1vx2g(vx3). The corresponding Euler-Lagrange equation
takes the form

(vx2g(vx3))x1
+ (vx1g(vx3))x2

+
(
vx1vx2g

′(vx3)
)
x3

= 0, (3.1)

and the integrability conditions (1.2) simplify to the single fourth-order ODE (1.6) for g(z), recall that we
set z = vx3 . Equation (1.6) has a remarkable GL(2,C)-invariance,

z̃ =
az + b

cz + d
, g̃ = (cz + d)g,

(
a b
c d

)
∈ GL(2,C) (3.2)

which underlies its integration procedure. It was shown in [13] that the generic solution of equation (1.6)
is a modular form of weight 1 and level 3 which can be parametrised in terms of two linearly independent
solutions of the auxiliary hypergeometric equation

u(1− u)huu + (1− 2u)hu −
2

9
h = 0. (3.3)

The geometry behind hypergeometric equation (3.3) is the 1-parameter family of genus 2 trigonal curves

r3 = t(t− 1)(t− u)2, (3.4)

supplied with the holomorphic differential ω = dt/r (these curves, also known as Borwein’s curves, have
appeared in the context of generalised arithmetic-geometric mean iteration [4]). The corresponding peri-
ods, h =

∫ b
a ω where a, b ∈ {0, 1,∞, u}, form a 2-dimensional vector space and satisfy the Picard-Fuchs

equation (3.3). The following theorem provides three equivalent parametrisations of a generic solution.

Theorem 3.1. A generic solution of (1.6) can be represented in any of the three equivalent forms:
(1) Theta representation:

g(z) =
∑
α∈O

qN(α) =
∑
a,b∈Z

qa
2−ab+b2 = 1 + 6q + 6q3 + 6q4 + 12q4 + ..., q = e2πiz, z ∈ H. (3.5)

(2) Power series:

g(z) =
∑
k>0

C2
k

z6k+1

(6k + 1)!
(3.6)

where the integers Ck are defined by (2.1) and z ∈ C2 such that |z|2 < |χ1|2 with χ1 = Γ(1/3)6 21/3 35/6

(2π)3 .

(3) Parametric form:

z =
h1(u)

h2(u)
, g = h2(u) (3.7)

where h1 and h2 are 2 linearly independent solutions of the hypergeometric equation (3.3). The
GL(2,C)-invariance (3.2) corresponds to the freedom in the choice of the basis {h1, h2}.

Remark 3.2. To be precise, generic solutions of (1.6) coming from representations (3.5), (3.6) and (3.7)
are not identical and should not all be denoted by g. But as they are all related by transformations from
the GL(2,C)-invariance (3.2), we abused notations and denoted them all by g.
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3.2. Lagrangian densities of the form f = vx1g(vx2 , vx3). The corresponding Euler-Lagrange equation
takes the form

(g)x1
+
(
vx1gvx2

)
x2

+
(
vx1gvx3

)
x3

= 0. (3.8)

The integrability conditions (1.2) lead to a system of five equations expressing all fourth-order partial
derivatives of g in terms of its lower-order derivatives. In compact form, this system is given by

d4g = d3g
dh

h
+ 6

dg

h
det(dm) + 3

(dg)2

h
det(dn), (3.9)

with m =

 0 gy gz
gy gyy gyz
gz gyz gzz

 , n =

(
gyy gyz
gyz gzz

)
and h = −det(m) = g2

zgyy − 2gygzgyz + g2
ygzz, see [11].

The non-degeneracy condition is equivalent to h 6= 0. System (3.9) is in involution and its solution space
is 10-dimensional. Furthermore, it is invariant under the 10-dimensional group

ỹ =
l1(y, z)

l0(y, z)
, z̃ =

l2(y, z)

l0(y, z)
, g̃ = αg + β, (3.10)

where l0, l1 and l2 are arbitrary affine transformations. This symmetry underlies the linearisation procedure
of (3.9). We show that the function g can be parametrised in terms of three linearly independent solutions
of the auxiliary hypergeometric system

hu1u2 =
1

3

hu1 − hu2

u1 − u2

hu1u1 = − h

9u1(u1 − 1)
+

hu2

3(u1 − u2)

u2(u2 − 1)

u1(u1 − 1)
− hu1

3

(
1

u1 − u2
+

2

u1
+

2

u1 − 1

)
hu2u2 = − h

9u2(u2 − 1)
+

hu1

3(u2 − u1)

u1(u1 − 1)

u2(u2 − 1)
− hu2

3

(
1

u2 − u1
+

2

u2
+

2

u2 − 1

) (3.11)

which is a particular case of hypergeometric system of Appell’s type [2]. The geometry behind system
(3.11) is the 2-parameter family of genus 3 Picard trigonal curves

r3 = t(t− 1)(t− u1)(t− u2)

supplied with the holomorphic differential ω = dt/r. It was shown by Picard [31] that the corresponding
periods, h =

∫ b
a ω where a, b ∈ {0, 1,∞, u1, u2}, form a 3-dimensional vector space and provide a basis of

solutions of the Picard-Fuchs system (3.11). Note that periods of the differential ω can also be interpreted
as periods of a holomorphic 2-form on the associated 2-parameter family of elliptic K3-surfaces [33], see
also [34] for further generalisations of this construction. The following theorem provides three equivalent
parametrisations of a generic solution of (3.9).

Theorem 3.3. A generic solution of (3.9) can be represented in any of the three equivalent forms:
(1) Theta representation:

g(y, z) =
y

b
+
∑
α∈O∗

σ(αy)

α
e2πiN(α)z, (3.12)

where b = − (2π)2

33/8Γ(1/3)9/2 i and (y, z) ∈ C2 such that |y|2 < 2
√

3 Im(z).
(2) Power series:

g(y, z) =
∑
i,j≥0

CiCjCi+j
y6i+1

(6i+ 1)!

z6i+1

(6j + 1)!
(3.13)

where (y, z) ∈ C2 such that |y|2 + |z|2 < |χ1|2 with χ1 = Γ(1/3)6 21/3 35/6

(2π)3 .
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(3) Parametric form:

y =
h1(u1, u2)

h3(u1, u2)
, z =

h2(u1, u2)

h3(u1, u2)
, g = G(w), w =

u1(u2 − 1)

u2(u1 − 1)
(3.14)

where h1, h2, h3 are three linearly independent solutions of the hypergeometric system (3.11) and
G′ = [w(w − 1)]−2/3. The GL(3,C)-invariance part in (3.10) corresponds to the freedom in the
choice of the basis {h1, h2, h3}.

Remark 3.4. Here also generic solutions of (3.9) coming from representations (3.12), (3.13) and (3.14) are
not identical and should not all be denoted by g. But as they are all related by transformations from the
invariance (3.10), we abused notations and denoted them all by g. Lagrangian densities f = vx1g(vx2 , vx3)
are related to Hamiltonian systems studied previously in [14], see Section 8 for more details. The constant
b appearing in (3.12) will also appear in the case of generic Lagrangian densities and will be explained in
Remark 3.6.

3.3. Generic Lagrangian densities f(vx1 , vx2 , vx3). The corresponding Euler-Lagrange equation takes
the form (1.1). The integrability conditions (1.2) form a system of fifteen equations expressing all fourth-
order partial derivatives of the Lagrangian density f in terms of its second-order and third-order partial
derivatives. This system is in involution and its solution space is 20-dimensional. Furthermore, (1.2) is
invariant under the 20-dimensional transformation group (1.4), which allows for its explicit integration.
We will prove that the Lagrangian density f can be parametrised by four linearly independent solutions
of the auxiliary hypergeometric system

huiuj =
1

3

hui − huj
ui − uj

huiui =− 1

3ui(ui − 1)

(2h

3
+

3∑
j 6=i

uj(uj − 1)

uj − ui
huj

)
− 1

3

3∑
j 6=i

( 1

ui − uj
+

2

ui
+

2

ui − 1

)
hui

(3.15)

where i, j ∈ {1, 2, 3} are pairwise distinct. The geometry behind the system of equations (3.15) is the
3-parameter family of genus 4 trigonal curves

r3 = t(t− 1)(t− u1)(t− u2)(t− u3),

supplied with the holomorphic differential ω = dt/r. The corresponding periods, h =
∫ b
a ω where a, b ∈

{0, 1,∞, u1, u2, u3}, form a 4-dimensional vector space and provide a basis of solutions of the Picard-
Fuchs system (3.15). To state one of our results we will also need the inhomogeneous extension of the
hypergeometric system (3.15):

Fuiuj =
1

3

Fui − Fuj
ui − uj

+ εijk
uk(uk − 1)(ui − uj)

U2/3

Fuiui = − 1

3ui(ui − 1)

(2F

3
+

3∑
j 6=i

uj(uj − 1)

uj − ui
Fuj

)
− 1

3

3∑
j 6=i

( 1

ui − uj
+

2

ui
+

2

ui − 1

)
Fui

(3.16)

where i, j, k ∈ {1, 2, 3} are pairwise distinct, εijk is the totally antisymmetric tensor and

U = u1u2u3(u1 − 1)(u2 − 1)(u3 − 1)(u1 − u2)(u2 − u3)(u3 − u1).

The following theorem provides three equivalent parametrisations of a generic solution of (1.2).

Theorem 3.5. A generic solution of (1.2) can be represented in any of the three equivalent forms:
(1) Theta representation:

f(x, y, z) =
xy

b2
+
∑
α∈O∗

σ(αx)σ(αy)

α2
e2πiN(α)z (3.17)
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where b = − (2π)2

33/8Γ(1/3)9/2 i and (x, y, z) ∈ C3 such that |x|2 + |y|2 < 2
√

3 Im(z).
(2) Power series:

f(x, y, z) =
∑
i,j,k≥0

CiCjCkCi+j+k
x6i+1

(6i+ 1)!

y6j+1

(6j + 1)!

z6k+1

(6k + 1)!
(3.18)

where (x, y, z) ∈ C3 such that |x|2 + |y|2 + |z|2 < |χ1|2 with χ1 = Γ(1/3)6 21/3 35/6

(2π)3 .

(3) Parametric form:

x =
h1(u1, u2, u3)

h4(u1, u2, u3)
, y =

h2(u1, u2, u3)

h4(u1, u2, u3)
, z =

h3(u1, u2, u3)

h4(u1, u2, u3)
, f =

F (u1, u2, u3)

h4(u1, u2, u3)
(3.19)

where h1, h2, h3, h4 are four linearly independent solutions of the hypergeometric system (3.15)
and F is a solution of the inhomogeneous system (3.16). The GL(4,C)-invariance (first equations
of (1.4)) corresponds to the freedom in the choice of the basis {h1, h2, h3, h4}, while the further
action of C4 (last equation of (1.4)) corresponds to the freedom in the choice of F , which is defined
up to a linear combination of solutions of the homogeneous system (3.15).

Remark 3.6. Based on computer experiments, the following expression introduced in Section 3.3 of [13],

g(x, y, z) = xy +
∑

(k,l)∈Z2

(k,l)6=(0,0)

θ̃((k − εl)x)θ̃((k − εl)y)

(k − εl)2
e2πi(k2−kl+l2)z/3 (3.20)

where ε = ρ + 1 and θ̃(z) = 1
θ′(0)e

π(z2/
√

3−iz)θ(z) with θ(z) =
∑

k∈Z(−1)ke2πik(z−ρ2(k−1)/2) has been
conjectured to solve the integrability conditions (1.2). By using the bijection λ 7→ ρλ of O, we easily see
that

g(x, y, z) = xy +
∑
α∈O∗

θ̃(αx)θ̃(αy)

α2
e2πiN(α)z/3. (3.21)

The authors of [13] did not realise that the function θ̃ is the Weierstrass sigma-function associated with
the lattice O:

θ̃(z) = σO(z) = z
∏
λ∈O∗

(1− z

λ
)e

z
λ

+ z2

2λ2

It is also related to the function σ defined by (2.5):

θ̃ = b σ with b = − (2π)2

33/8Γ(1/3)9/2
i (3.22)

In this paper we prove that the function f given by (3.17) indeed satisfies the integrability conditions
(1.2) and also explain how the expression (3.17) is equivalent to (3.21) eventually proving the main
conjecture of [13].

4. Picard modular forms

In Section 5, we are going to prove the ‘Theta representation’ (3.17) given in Theorem 3.5 by using some
properties of Picard modular forms i.e. modular forms on a unitary group over an imaginary quadratic
field originally discovered by Picard hence their name (see [30] and [31]). The unitary groups that we
consider are of signature (2, 1) or (3, 1) and the imaginary quadratic field will always be Q(

√
−3). In the

case of signature (2, 1), scalar-valued Picard modular forms have been explicitly studied by Feustel, Finis,
Holzapfel and Shiga, see [15, 17, 22, 35] while the case of vector-valued ones has been studied in [7] and
by Shintani in an unpublished work [38]. The case of signature (3, 1) has attracted less interest but useful
works have been made by Freitag, Salvati Manni and Matsumoto, see [18, 24]. This section is organised
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as follows. We start with preliminaries about Picard modular forms then explain modular properties of
integrabilty conditions viewed as differential operators.

4.1. Picard modular forms.

4.1.1. Backgrounds. Recall that we have denoted by O = Z[ρ] the ring of integers of the imaginary
quadratic field K = Q(

√
−3). A convenient choice for a Hermitian form for our purposes is the following

one:

hn(v, w) = v̄1w2 + v̄2w1 +
n−1∑
i=1

v̄i+2wi+2 (v, w ∈ Cn+1)

whose associated Hermitian matrix is given by Hn =
(

0 1 0
1 0 0
0 0 1n−1

)
, where 1n denotes the identity matrix of

size n. Note that the Hermitian form hn is O-valued on the lattice On+1. Let Gn be the algebraic group,
defined over Q, of unitary similitudes associated to hn:

Gn = {g ∈ GL(n+ 1,K) | ∃ ν(g) ∈ Q∗ : hn(gz, gz) = ν(g)hn(z, z)}
and G+

n = {g ∈ Gn | ν(g) > 0} be the connected component of the identity in Gn. Recall that the unitary
group and the special unitary group of signature (n, 1) over the field K are defined by

U(n, 1;K) =
{
g ∈ GL(n+ 1,K) : hn(gz, gz) = hn(z, z) for any z ∈ Cn+1

}
,

SU(n, 1;K) = {g ∈ U(n, 1;K) : det g = 1} .
By choosing an embedding of K into C, we identify K⊗QR with C and we consider the set Vn of complex
lines on which hn is negative definite:

Vn =
{
` ⊂ Cn+1 : dim ` = 1, hn|` < 0

}
⊂ Gr(1,Cn+1) = PnC

where Gr(1,Cn+1) denotes the Grassmannian of lines in Cn+1. The groupG+
n naturally acts on Gr(1,Cn+1)

and so on Vn. Note that the set Vn can be identified with the complex n-ball. We are only interested in
the cases n = 3 and n = 2 for which we describe explicitly the previous construction. For n = 3, the set
V3 is given by

V3 =
{
z ∈ C4 : z̄tH3z < 0

}
=
{
z ∈ C4 : 2Re(z1z̄2) + |z3|2 + |z4|2 < 0

}
and by embedding C3 in P3C via the map (u, v, w) 7→ [v : 1 : u : w], note that second coordinate of a
point in V3 is never zero, we get the following Siegel domain:

B3 =
{
b = (u, v, w) ∈ C3 : 2Re(v) + |u|2 + |w|2 < 0

}
.

It is acted on by the group G+
3 via:

G+
3 ×B3 → B3

(g, (u, v, w)) 7→ g · b =
(g31v+g32+g33u+g34w
g21v+g22+g23u+g24w

, g11v+g12+g13u+g14w
g21v+g22+g23u+g24w

, g41v+g42+g43u+g44w
g21v+g22+g23u+g24w

)
.

(4.1)

This action defines two automorphy factors given by

j1,3(g, b) = g21v + g22 + g23u+ g24w and j2,3(g, b)−1 = j1,3(g, b)J(g, b)t

where J(g, b) denotes the Jacobian of the previous action viewed as a biholomorphism of B3. Note that
we have det(J(g, b)) = det(g) j1,3(g, b)−4.
Similarly for n = 2, we get

V2 =
{
z ∈ C3 : z̄tH1z < 0

}
=
{
z ∈ C3 : 2Re(z1z̄2) + |z3|2 < 0

}
and by embedding C2 in P2C via the map (u, v) 7→ [v : 1 : u], note that second coordinate of a point in V2

cannot be zero, we get the following Siegel domain:

B2 =
{
b = (u, v) ∈ C2 : 2Re(v) + |u|2 < 0

}
.
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It is acted on by the group G+
2 via:

G+
2 ×B2 → B2

(g, (u, v)) 7→ g · b =
(g31v+g32+g33u
g21v+g22+g23u

, g11v+g12+g13u
g21v+g22+g23u

). (4.2)

Again this action defines two automorphy factors given by

j1,2(g, b) = g21v + g22 + g23u and j2,2(g, b)−1 = j1,2(g, b)J(g, b)t.

For n = 2 or 3, a pair of integers (j, k) and g ∈ G+
n ∩ ker ν, we define a slash operator on functions

f : Bn → Symj(Cn) by

(f |j,kg)(b) = j1,n(g, b)−kSymj(j2,n(g, b)−1)f(g · b).
For a discrete subgroup Γ of G+

n ∩ ker ν and χ a character of finite order of Γ, we define the space of
modular forms of weight (j, k) on Γ with character χ as

Mj,k(Γ, χ) =
{
f : Bn → Symj(Cn) : f holomorphic, f |j,kg = χ(g)f for any g ∈ Γ

}
and denote by Sj,k(Γ, χ) its subspace of cusp forms. For j = 0, case of scalar-valued modular forms, we
shorten these notations:

M0,k(Γ, χ) = Mk(Γ, χ) and S0,k(Γ, χ) = Sk(Γ, χ).

The discrete subgroups of G+
n ∩ ker ν interesting us are:

Γn = U(Hn;O) =
{
g ∈ GL(n+ 1,O) : ḡtHng = Hn

}
,

SΓn = SU(Hn;O) =
{
g ∈ SL(n+ 1,O) : ḡtHng = Hn

}
,

Γn[
√
−3] =

{
g ∈ Γn : g ≡ 1n+1 mod

√
−3
}
,

SΓn[
√
−3] =

{
g ∈ SΓn : g ≡ 1n+1 mod

√
−3
}
.

Remark 4.1. It is known that the group Γ3[
√
−3] is the monodromy group of the hypergeometric differen-

tial system (3.15) (see Theorem 6.3.2 of [23]) while Γ2[
√
−3] is the monodromy group of the hypergeometric

differential system (3.11) (see [22]).

Since the slash operator introduced above defines a group action, for understanding some modular
behaviour of a function for a group, it is sufficient to understand it for a system of generators of this
group. In order to describe systems of generators of the groups Γ3 and Γ3[

√
−3], we introduce some

special elements of Γ3:

Dε1,ε2,ε3 =

(
ε1 0 0 0
0 ε1 0 0
0 0 ε2 0
0 0 0 ε3

)
, Tα1,α2,α3 =

( 1 α1 −ᾱ2 −ᾱ3
0 1 0 0
0 α2 1 0
0 α3 0 1

)
, m̃ =

(
a b

√
−3 0

−c
√
−3 d 0

0 0 12

)
, ι =

(
12 0 0
0 0 1
0 1 0

)
(4.3)

where ε1, ε2, ε3 ∈ O×, α1, α2, α3 ∈ O such that Tr(α1) = −|α2|2− |α3|2 where Tr(α) = α+ ᾱ ∈ Z denotes
the trace of a number α in O and m =

(
a b
3c d

)
∈ Γ0(3). By using the results of [1] (Theorem 6.6), we get:

Theorem 4.2. The group Γ3 is generated by r0 = −14 and the following five elements

r1 = D1,−ρ2,1, r2 = H3D1,−ρ2,1 Tρ,−ρ2,0H3, r3 = ιr2ι, r4 = D1,1,−ρ2 , r5 = Dρ,1,1 (̃ 1 0
3 1 )H3.

These elements are explicitly given by

r1 =
( 12 0 0

0 1+ρ 0
0 0 1

)
, r2 =

( 1 0 0 0
ρ 1 ρ 0
ρ 0 1+ρ 0
0 0 0 1

)
, r3 =

( 1 0 0 0
ρ 1 0 ρ
0 0 1 0
ρ 0 0 1+ρ

)
, r4 =

( 12 0 0
0 1 0
0 0 1+ρ

)
, r5 =

(
0 ρ 0
ρ 2+ρ 0
0 0 12

)
.

They are reflections of order 6 along the following vectors:

w1 =

(
0
0
1
0

)
, w2 =

(
0
1
1
0

)
, w3 =

(
0
1
0
1

)
, w4 =

(
0
0
0
1

)
, w5 =

(
1
−ρ
0
0

)
,
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and viewed as an automorphism of C4, we have ri(v) = v − (1 + ρ2) h3(wi,v)
h3(wi,wi)

wi = v − (1 + ρ2)h3(wi, v)wi
since any wi has norm 1 with respect to h3. Note that we use vectors of norm 1; in [1], they use vectors of
norm −1 since they deal with signature (1, 3). We will also need a system of generators of Γ3[

√
−3] that

can again be deduced from the results of [1]:

Theorem 4.3. The group Γ3[
√
−3] is generated by the following fifteen elements

g1 = D1,1,ρ, g6 = ιg5ι, g11 = Dρ2,1,1
˜(−2 −1
3 1

)
,

g2 = D1,ρ,1, g7 = H3g3H3, g12 = D−ρ2,1,1 T−1,−ρ2,−ρ2

(̃−1 1
−3 2

)
T−1,−1,−1,

g3 = D1,ρ2,ρ2H3 Tρ−1,
√
−3,0H3D1,ρ2,ρ, g8 = ιg7ι, g13 = D1,−1,1g12D1,−1,1,

g4 = ιg3ι, g9 = H3g5H3, g14 = D1,1,−1g12D1,1,−1,

g5 = H3D1,ρ2,ρ2Tρ−1,0,−
√
−3 D1,ρ,ρ2 H3, g10 = ιg9ι, g15 = D1,−1,−1g12D1,−1,−1.

The previous generators of Γ3[
√
−3] are reflections of order 3 along the following vectors:

v1 = (0, 0, 0, 1)t, v2 = (0, 0, 1, 0)t, v3 = (0, 1,−1, 0)t, v4 = (0, 1, 0,−1)t, v5 = (0, 1, 0, 1)t,

v6 = (0, 1, 1, 0)t, v7 = (1, 0,−1, 0)t, v8 = (1, 0, 0,−1)t, v9 = (1, 0, 0, 1)t, v10 = (1, 0, 1, 0)t,

v11 = (ρ,−1, 0, 0)t, v12 = (ρ, 1, 1, 1)t, v13 = (ρ, 1,−1, 1)t, v14 = (ρ, 1, 1,−1)t, v15 = (ρ, 1,−1,−1)t

and viewed as automorphisms of C4, we have gi(v) = v − (1 − ρ) h3(vi,v)
h3(vi,vi)

vi = v − (1 − ρ)h3(vi, v)vi since
any vi has norm 1 with respect to h3. The fixed point locus of gi acting on B3 is biholomorphic to B2, for
example for g1, we have

{b ∈ B3 | g1 · b = b} = {(u, v, w) ∈ B3 |w = 0}
which is clearly biholomorphic to B2.

Remark 4.4. The previous theorem also appears in [24], see p. 425. In [24] they deal with the Hermitian
matrix 13,1 = diag(1, 1, 1,−1). The unitary group associated with 13,1 over O is isomorphic to Γ3 via

(U(13,1;O)→ Γ3; g 7→ PgP−1) where P =

(
1 0 0 1
−ρ 0 0 ρ2

0 0 ρ 0
0 1 0 0

)
∈ GL(4,O).

A useful fact that we are going to use is the following isomorphism:

Γ2/Γ2[
√
−3] ' S4 × µ2 (4.4)

where S4 stands for the symmetric group on four letters and µ2 the group of square roots of unity. The
µ2-part is generated by −13 while the S4-part by

R1 = −
(

0 1 0
1 0 0
0 0 1

)
, R2 =

(−1 0 0
0 −1 0
0 0 1

)
, R3 =

(
1 ρ2 1
0 1 0
0 −1 1

)
(4.5)

(see pp.153–154 of [17] for more details about this isomorphism). This allows us to turn the space
Mj,k(Γ2[

√
−3], detl) into aS4×µ2-representation space. The (S4×µ2)-invariant part ofMj,k(Γ2[

√
−3], detl)

denoted by Mj,k(Γ2[
√
−3],detl)S4×µ2 equals Mj,k(Γ2,detl).

4.1.2. Fourier-Jacobi expansion of Picard modular forms. In this section, we briefly review the
notion of Fourier-Jacobi expansion that we will also call qv-expansion, of Picard modular forms. The case
of signature (2, 1) has been described in Section 3 of [17] for scalar-valued modular forms while the case
of vector-valued ones has been described in Section 5 of [7]. We briefly review this notion for a modular
form f of weight (j, k) on SΓ2[

√
−3] that we write f = (f1, . . . , fj+1)t, note that Symj(C2) ' Cj+1. Let

Tn =
{
h : C→ C : h holomorphic, h(u+ c) = e

2πn√
3

(c̄u−ρN(c))
h(u), c ∈

√
−3O

}
,
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then the last component of f has the following qv-expansion:

fj+1(u, v) =
∑
n>0

tn(u)qnv with qv = e
2π√

3
v and tn ∈ Tn.

The graded ring T = ⊕n>0Tn is isomorphic to the projective coordinate ring of the elliptic curve X3 =
ρ(Y 3−Z3) in P2C, see Lemma 2 of [17]. Under this isomorphism, following Finis, we identify X with σ2,
Y with σ6 and Z with σ−6 where

σ2(u) = c−1e
π√
3
u2

ϑ 1
2
, 1
2
(−ρ2, u), σ6(u) = c−1e

π√
3
u2

ϑ 1
6
, 1
6
(−ρ2, u), σ−6(u) = σ6(−u) (4.6)

and ϑa,b(τ, z) =
∑

n∈Z e
πi[(n+a)2τ+2(n+a)(z+b)] denotes the Jacobi theta function with characteristics and

c = ϑ 1
6
, 1
6
(−ρ2, 0) = 33/8

2π Γ(1/3)3/2e
5πi
72 is introduced in the expressions (4.6) only for normalisation reasons:

the Taylor expansion of Y about 0 starts with 1. We also mention that the function σ defined by (2.5) is
connected to X via

σ = β0X where β0 = −33/8

2π
Γ(1/3)3/2e4πi/9. (4.7)

Therefore the function X satisfies the following identities, compare with (2.7):{
X(u+ α) = e

2π√
3

(ᾱu−ρN(α))
X(u) for any α ∈ O,

X(µu) = µX(u) for any µ ∈ O× =
{
±1,±ρ,±ρ2

}
.

(4.8)

Note that a basis of Tn is given by
{
XaY bZc : 0 6 a 6 2, 0 6 b 6 n− a, a+ b+ c = n

}
. Another property

of the function X we will need is the following one:

XX ′′′′ − 4X ′X ′′′ + 3(X ′′)2 = 0. (4.9)

This can be proved as follows: the function X is proportional to σO, compare (3.22) and (4.7), and the
Weierstrass σΛ-function associated with a lattice Λ ⊂ C satisfies the differential equation σΛ σ

′′′′
Λ −4σ′Λ σ

′′′
Λ +

3(σ′′Λ)2 − g2,Λσ
2
Λ = 0 but for Λ = O, we have that g2,O = 60

∑
λ∈O∗ λ

−4 = 0 since (O → O;λ 7→ ρλ) is
a bijection. Yet another proof, more systematic, of (4.9): let f = XX ′′′′ − 4X ′X ′′′ + 3(X ′′)2, then f is
clearly holomorphic on C and a quick computation shows that f belongs to the space T2. A basis of T2

is given by
{
Y 2, Y Z, Z2, XY,XZ,X2

}
but f(µu) = µ−2f(u) for any µ ∈ O× and none of elements of the

previous basis satisfies such an identity, so f = 0. In this way we obtain other examples of differential
equations satisfied by X, Y and Z:

XX ′′ − (X ′)2 = −Y Z/(bβ0)2 and XY Z ′ +XY ′Z − 2X ′Y Z = −(Y 3 + Z3)/bβ0. (4.10)

(Note that X ′(0) = 1/bβ0 = Γ(1/3)3 e−17πi/18/2π.) From these identities and since X is proportional to
σO, we have (recall (σ′O/σO)′ = −℘O)

℘O = Y Z/(bβ0X)2 and ℘′O = −(Y 3 + Z3)/(bβ0X)3

and we deduce (℘′O)2 − 4℘3
O = ρ/(bβ0)6 = Γ(1/3)18/(2π)6 = g3,O and is real as it should be.

To smooth the way for apprehending Picard modular forms, let us end this paragraph with few facts
about them and give some concrete examples. We restrict ourselves to what we need. Let us start by an
example of modular form on Γ2[

√
−3]. It is known that the one–dimensional space S6(Γ2[

√
−3],det) is

generated by a form ζ whose qv-expansion (see Corollary 2 of [17]) is as follows:

ζ(u, v) =
1

6

∑
α∈O

α5X(αu)qN(α)
v = X(u)qv + 9

√
−3X(

√
−3u)q3

v + 32X(2u)q4
v + . . .

and using the so-called Shintani operators (see Section 6 of [17]), we get (omitting the variable u as we
will often do)

ζ(u, v) = Xqv − 27XY Zq3
v + 32X(Y 3 + Z3)q4

v − (211XY 6 − 136XY 3Z + 211XZ6)q7
v . . .
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Let us continue by describing the structures of the rings of modular forms on Γ2[
√
−3] and SΓ2[

√
−3] as

obtained by Feustel and Holzapfel (see [15, 22]). The ring of modular forms on Γ2[
√
−3], M(Γ2[

√
−3]) =

⊕k>0Mk(Γ2[
√
−3]), is given by

M
(
Γ2[
√
−3]
)

= C[ϕ0, ϕ1, ϕ2]

where ϕj ∈ M3(Γ2[
√
−3]) given by ϕj = ϑ3

j with ϑj(u, v) =
∑

α∈O ρ
−jTr(α)Y (αu) q

N(α)
v . The Fourier-

Jacobi expansion of ϕ0 starts with

ϕ0(u, v) = 1 + (9Y + 9Z)qv + (27Y 2 + 54Y Z + 27Z2)q2
v + (36Y 3 + 81Y 2Z + 81Y Z2 + 36Z3)q3

v + . . .

The expansion of ϕj is obtained by substituting (ρjY, ρ2jZ) for (Y, Z) in those of ϕ0.
The ring M(SΓ2[

√
−3]) = ⊕k>0Mk(SΓ2[

√
−3]) is an extension of degree 3 of M(Γ2[

√
−3]) by the cusp

form ζ satisfying the relation

ζ3 = − ρ

37
√
−3

ϕ0ϕ1ϕ2(ϕ1 − ϕ0)(ϕ2 − ϕ0)(ϕ2 − ϕ1).

The action of the group S4 on the generators ϕ0, ϕ1, ϕ2 of the graded ring M(Γ2[
√
−3]) and on the form

ζ is given in the next table:

i ϕ0|0,3R−1
i ϕ1|0,3R−1

i ϕ2|0,3R−1
i ζ|0,6R−1

i

1 ϕ0 ϕ0 − ϕ1 ϕ0 − ϕ2 −ζ
2 −ϕ0 −ϕ2 −ϕ1 −ζ
3 ϕ2 ϕ0 ϕ1 ζ

and we deduce M3(Γ2[
√
−3]) = s[2, 12] = SpanC(ϕ0, ϕ1, ϕ2) and S6(Γ[

√
3],det) = s[14]. Recall that the

irreducible representations of S4 are in bijection with the partitions of 4, we denote them by s[4], s[3, 1],
s[2, 2], s[2, 12] and s[14]. The ring of modular forms on Γ2 is the ring of invariants C[ϕ0, ϕ1, ϕ2]S4×µ2 and
is given by C[E6, E12, E

2
9 ] where Ek is an Eisenstein series of weight k:

E6 = ϕ2
0 + ϕ2

1 + ϕ2
2 −

2

3
(ϕ0ϕ1 + ϕ0ϕ2 + ϕ1ϕ2),

E9 = (−ϕ0 + ϕ1 + ϕ2)(ϕ0 − ϕ1 + ϕ2)(ϕ0 + ϕ1 − ϕ2),

E12 = −1

3
(ϕ0 + ϕ1 + ϕ2)(−3ϕ0 + ϕ1 + ϕ2)(ϕ0 − 3ϕ1 + ϕ2)(ϕ0 + ϕ1 − 3ϕ2).

Note that we have (see (18) in [17])

Sk(Γ2[
√
−3],det) = ζ Mk−6(Γ2[

√
−3]) and Sk(Γ2[

√
−3], det2) = ζ2Mk−12(Γ2[

√
−3]).

For examples of vector-valued modular forms, we refer to Section 9 of [7], let us briefly recall how such
modular forms can be obtained (variant of the Rankin-Cohen brackets): set

Φ0 = − [ϕ1, ϕ2]

6πi
, Φ1 = − [ϕ2, ϕ0]

6πi
, Φ2 = − [ϕ0, ϕ1]

6πi
, where [ϕj , ϕl] = (ϕj∇ϕl − ϕl∇ϕj)/3.

(Here∇f stands for the gradient of f : B2 → C.) The form Φ0, Φ1 and Φ2 generate the space S1,7(Γ2[
√
−3])

and the Fourier-Jacobi expansion of the last component of Φ0 starts with

Φ
(2)
0 (u, v) = (Y − Z)qv − 6(Y 2 − Z2)q2

v + . . .

while the corresponding expansions for Φ
(2)
j are obtained from this one by substituting (ρjY, ρ2jZ) for

(Y, Z). As a S4-representation space, by using the previous table, we see that S1,7(Γ2[
√
−3]) = s[2, 12].

We can now define the generator of the 1-dimensional space M1,1(Γ[
√
−3], det):

E1,1 = (ϕ0(ϕ1 − ϕ0)Φ0 − ϕ2(ϕ2 − ϕ1)Φ2)/ζ2. (4.11)

The form E1,1 is an Eisenstein series whose Hecke eigenvalues are, surprisingly, not rational (see formulas
(9a) and (9b) of Section 12 of [7]). This Eisenstein series is connected to the gradient of a generic solution
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of (3.9), see Remark 5.18. Note that E1,1 is S4-invariant. Another interesting Eisenstein series, E1,4, is
the one generating the 1-dimensional subspace of S4-invariant form of M1,4(Γ[

√
−3], det), it is defined as

follows:
E1,4 = (ϕ0(ϕ0 − ϕ1)(ϕ0 + ϕ1 − 3ϕ2)Φ0 − ϕ2(ϕ1 − ϕ2)(ϕ1 + ϕ2 − 3ϕ0)Φ2)/ζ2

whose symmetric square belongs to M2,8(Γ[
√
−3],det2), see [7], Section 14.3.

4.1.3. Some properties of Picard modular forms. In this section we give some properties of Picard
modular forms needed for the proof of the ‘Theta representation’ (3.17) given in Theorem 3.5. The first
property of Picard modular forms that we will need is a corollary of the Koecher principle for unitary
groups (see Theorem 1.1.30 of [21]).

Corollary 4.5. For any j ∈ Z>0, any character of finite order χ of Γn and any k ∈ Z<0, we have
Mj,k(Γn, χ) = (0).

A first lemma that we need is about restrictions to B2 of modular forms on B3. Let us consider the
following modular embeddings:

B2
$−→ B3

(u, v) 7→ (u, v, 0)
and Γ2

σ−→ Γ3

g 7→
(
g 0
0 1

) (4.12)

by modular embedding, we mean $(g · b) = σ(g) ·$(b) for any b ∈ B2 and any g ∈ Γ2.

Lemma 4.6. Let f ∈Mj,k(Γ3, χ) where χ is a character of finite order of Γ3. Assume that f vanishes at
order l along B2. Then

∂lf

∂wl

∣∣∣∣
B2

∈
j⊕
i=0

Mi,k+l(Γ2, χ ◦ σ).

The same statement holds true for cusp forms.

Proof. Let g ∈ Γ2 and b = (u, v, w) ∈ B3, then direct computations give

σ(g) · b =
(g31v + g32 + g33u

g21v + g22 + g23u
,
g11v + g12 + g13u

g21v + g22 + g23u
,

w

g21v + g22 + g23u

)
,

j1,3(σ(g), b) = j1,2(g, (u, v)),

j2,3(σ(g), b)−1 =

j2,2(g, (u, v))−1 −j1,2(g, (u, v))−1g23w
−j1,2(g, (u, v))−1g21w

0 0 1

 .

By definition, we have the following functional equation satisfied by any f ∈Mj,k(Γ3, χ):

χ(σ(g))f(b) = j1,3(σ(g), b)−kSymj(j2,3(σ(g), b)−1)f(σ(g) · b)

so we get

χ(σ(g))f(b) = j1,2(g, b)−kSymj

(
j2,2(g, (u, v))−1 −j1,2(g, (u, v))−1g23w

−j1,2(g, (u, v))−1g21w
0 0 1

)
f(g · b, w

j1,2(g, b)
).

This functional equation and the uniqueness of the Taylor expansion of f about B2 i.e. about w = 0, give
the result. �

Another technical lemma that we will need is the following one (M−t denotes the transpose of the
inverse of a matrix M). The proof is computational and left to the reader.



18 FABIEN CLÉRY, EVGENY V. FERAPONTOV, ALEXANDER ODESSKII, AND DON ZAGIER

Lemma 4.7. Let f : B3 → C be a holomorphic function, k ∈ Z, g = (gij) ∈ G+
3 , b ∈ B3 and set

g · b = (φ1(b), φ2(b), φ3(b)), then we have

Hess(f |0,kγ)(b) = j1,3(g, b)−k−2 j2,3(g, b)−1Hess(f)(g · b) j2,3(g, b)−t

+ k(k + 1)j1,3(g, b)−k−2

(
g2
23 g23g21 g23g24

g23g21 g2
21 g21g24

g23g24 g21g24 g2
24

)
f(g · b)

+ (k + 1)(Hess(φ1)(b)
∂f

∂u
(g · b) + Hess(φ2)(b)

∂f

∂v
(g · b) + Hess(φ3)(b)

∂f

∂w
(g · b)).

We end this section by giving two examples of cusp forms defined on B3. The first one (in fact a family)
is explicitly given by its qv-expansion while for the second one we only describe its main properties. These
two forms will be discussed in a later publication. For any (u, v, w) ∈ B3 and n ∈ Z>0, we define

χn+1(u, v, w) =
∑
α∈O

αnX(αu)X(αw)qN(α)
v . (4.13)

In the next section, as a byproduct of the proof of Theorem 5.10 (see Remark 5.12), we will see that
χn+1 ∈ Mn+1(Γ[

√
−3], det). Note that if n 6≡ 4 mod 6 then χn+1 is identically zero (use the second

identity in (4.8)) and there is noting to prove in that case. The second one is a cusp form that we denote
by ξ15. Its main properties can be summarised as follows. We have ξ15 ∈ S15(Γ3[

√
−3]): this cusp form

can be constructed by using the theorems 5.6 and 6.2 of [18]: it is obtained as the product of the fifteen
Borcherds products described in the Theorem 5.6 and Definition 8.1 of [18], they are modular forms of
weight 1 on Γ3[

√
−3] with a certain muliplier system; its description ([18], Section 6) implies that the

character of ξ15 is trivial. By using the results of Sections 7 and 8 of [18], we deduce that this cusp form
vanishes on the Γ3[

√
−3]-orbit of B2 ' {b ∈ B3 | r4 · b = b} = {(u, v, w) ∈ B3 |w = 0} with multiplicity 3.

The Γ3[
√
−3]-orbit of B2 consists of fifteen components that are transitively permuted by the group Γ3.

We deduce

Lemma 4.8. Let f be a cusp form of weight (j, k) with character χ on Γ3 vanishing to order 3n along
B2 ⊂ B3 then f/ξn15 belongs to Mj,k−15n(Γ3[

√
−3], χ).

4.2. Integrability conditions as differential operators. A first step towards the proof of the ‘Theta
representation’ (3.17) given in Theorem 3.5 is to interpret the integrability conditions (1.2) as a differential
operator on functions on B3 and to understand its modular behaviour. For any function f : B3 → C, we
set

D(3)f = H d4f − d3fdH − 3 det(dM) = [D(3)
1 f, . . . ,D(3)

15 f ]t

here we consider differentiations with respect to the variables u, v and w. Since we are assuming that
the Hessian H is non-degenerate, a function f satisfies the integrability conditions (1.2) if and only if
D(3)f = 0. Note that D(3)f : B3 → Sym4(C3) ' C15 for any f : B3 → C and if furthermore f is
holomorphic on B3 then so is D(3)f . A tedious computation shows that the differential operator D(3) has
the following modular behaviour.

Proposition 4.9. For any f : B3 → C, any γ ∈ GL(4,C) and any (x, y, z) ∈ C3 such that γ · (x, y, z)
belongs to B3, we have

(D(3)(f |0,−1γ)(x, y, z)) = det(γ)2((D(3)f)|4,8γ)(x, y, z).

In this proposition, we have extended the action of the group G+
3 on B3 given by (4.1) to a so-called

local action of the Lie group GL(4,C) on C3 by using the same formula. This proposition tells us that
if f : B3 → C solves the integrability conditions (1.2) then, for any γ ∈ GL(4,C) such that f |0,−1γ is
defined, the function f |0,−1γ yields another solution of (1.2).
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Remark 4.10. Note that if γ ∈ G+
3 ∩ ker ν and b ∈ B3 then γ · b ∈ B3, so the equality D(3)(f |0,−1γ) =

det(γ)2(D(3)f)|4,8γ holds on B3.

In a similar way, we view the integrability conditions (3.9) as a differential operator on functions on B2:
for any f : B2 → C, we set:

D(2)f = h d4f − d3f dh− 6df det(dm)− 3(df)2 det(dn) = [D(2)
1 f, . . . ,D(2)

5 f ]t

and also the ordinary differential equation (1.6) as a differential operator on functions on H: for any
f : H→ C, we set:

D(1)f = ff ′′′′(ff ′′ − 2 (f ′)2)− 9 (f ′)2(f ′′)2 + 2 ff ′f ′′f ′′′ + 8 (f ′)3f ′′′ − f2(f ′′′)2.

Similar computations as made for Proposition 4.9 lead to

Proposition 4.11. For any holomorphic function f on B2, any γ ∈ GL(3,C) and any (x, y) ∈ C2 such
that γ · (x, y) ∈ B2, we have (D(2)(f |0,0γ)(x, y)) = det(γ)2((D(2)f)|4,10γ)(x, y).

For any holomorphic function f on H, any γ ∈ GL(2,C) and any x ∈ C such that γ · x ∈ H, we have
(D(1)(f |1γ)(x)) = det(γ)2((D(1)f)|16γ)(x).

In the first statement of this proposition, we have again extended the action of the group G+
2 on B2

given by (4.2) to a local action of the Lie group GL(3,C) on C2 by using the same formula. While in the
second statement, we have extended the classical action of the group SL(2,R) on H to a local action of
the Lie group GL(2,C) on C by using the same formula. From this proposition, we deduce the following
two facts:

• if f : B2 → C solves the integrability conditions (3.9) then, for any γ ∈ GL(3,C) such that f |0,0γ
is defined, the function f |0,0γ yields another solution of (3.9).
• if f : H → C solves the differential equation (1.6) then, for any γ ∈ GL(2,C) such that f |1γ is
defined, the function f |1γ yields another solution of (1.6).

The following proposition makes a connection between the differential operators D(3) and D(2). Its proof
is just computational.

Proposition 4.12. Let f : B3 → C be a holomorphic function and assume that its Taylor expansion about
w = 0 starts with f(u, v, w) = f1(u, v)w + f7(u, v)w7 +O(w13) then

D(3)f(u, v, w) = −



D(2)
1 f1(u,v)

D(2)
2 f1(u,v)

0

D(2)
3 f1(u,v)

0
0

D(2)
4 f1(u,v)

0
0
0

D(2)
5 f1(u,v)

0
0
0
0


w2 +O(w5)15.

In the same vein, the following proposition makes a connection between the differential operators D(2)

and D(1). Its proof is again just computational.

Proposition 4.13. Let f : B2 → C be a holomorphic function and assume that its Taylor expansion about
u = 0 starts with f(u, v) = f1(v)u+ f7(v)u7 +O(u13) then

D(2)f(u, v) =

( 0
0
0
0

D(1)f1(v)

)
u2 +O(u5)5.
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These two propositions are going to be used in the next section to deduce the expression (3.12) from
(3.17) and the expression (3.5) from (3.12).

Remark 4.14. Same kind of computations leads to the following fact: assume that f : B3 → C has a
Taylor expansion about u = w = 0 of the form

f(u, v, w) = f1,1(v)uw + f1,7(v)uw7 + f7,1(v)u7w + f7,7(v)u7w7 + . . .

then the Taylor expansion of D(3)f starts with

D(3)f(u, v, w) = −(0, . . . , 0,D(1)f1,1(v), 0, 0, 0, 0)tu2w2 + . . .

5. Theta representation

In this section we prove that the expression (3.17) satisfies the integrability conditions (1.2). By applying
the last two propositions we will deduce that (3.12) (resp. (3.5)) satisfies the integrability conditions (3.9)
(resp. (1.6)).

5.1. Reformulation of the problem. In order to use the results about Picard modular forms obtained
in Section 4, we reformulate the problem as follows. Let us define the following function on B3:

F (u, v, w) =
uw

a2
+
∑
α∈O∗

X(αu)X(αw)

α2
qN(α)
v (5.1)

where a = bβ0 = 1/X ′(0), b given in (3.22) and β0 in (4.7). From Proposition 4.9, we deduce the following
corollary.

Corollary 5.1. The expression (3.17) satisfies the integrability conditions (1.2) if and only if F also does.

Proof. Recall that the expression (3.17) is given by

f(x, y, z) =
xy

b2
+
∑
α∈O∗

σ(αx)σ(αy)

α2
e2πiN(α)z

Assume that f satisfies the integrability conditions (1.2), so we have D(3)f = 0. A short computation
shows that (recall that σ = β0X, see (4.7), and qv = e

2π√
3
v) we have

F (u, v, w) =
1

β2
0

f(u,w,
v√
−3

) =
1

β2
0

(f |0,−1γ)(u, v, w)

where γ =

( 0 0 0 1
0 1 0 0
0 0 1 0

1/
√
−3 0 0 0

)
∈ GL(4,C). From Proposition 4.9, we get

D(3)F = D(3)(
1

β2
0

f |0,−1γ) =
1

β8
0

D(3)(f |0,−1γ) =
det(γ)2

β8
0

(D(3)f)|4,8γ = − 1

3β8
0

(D(3)f)|4,8γ = 0.

This shows one implication of the corollary. The other implication is obtained in the same way by using
f = β2

0F |0,−1γ
−1. �

Remark 5.2. The main conjecture of [13] states that the expression (3.21) satisfies the integrability
conditions (1.2). Noticing that the expressions (3.21) and (3.17) are connected via f = 1

b2
(g|0,−1δ) with

δ = diag(1, 1, 1, 3) with b as in (3.22), we get, same proof as for the previous corollary, that (3.17) satisfies
the integrability conditions (1.2) if and only if (3.21) also does.
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5.2. Holomorphicity of F on B3. In this section, we prove that the function F defined by (5.1) is
holomorphic on the domain B3.

Proposition 5.3. The function F : B3 → C is holomorphic.

Proof. In order to prove that the function F is holomorphic on B3, we just need to prove that the

series
∑

α∈O∗
X(αu)X(αw)

α2 e
2πN(α)v√

3 (∗) converges uniformally on any compact subset of B3. Recall that the

Jacobi theta function with characteristics (1
2 ,

1
2) can be written as ϑ 1

2
, 1
2
(τ, z) =

∑
n∈Z

(−4
n

)
e
πin2τ

4 eπinz

where
(−4
n

)
= ±1 for n ≡ ±1 mod 4 and 0 otherwise and that the function X is defined on C by

X(u) = c−1eπu
2/
√

3ϑ 1
2
, 1
2
(−ρ2, u). By substituting these expressions in the series (∗), we get

∑
α∈O∗

X(αu)X(αw)

α2
e

2πN(α)v√
3 = c−2

∑
α∈O∗
m,n∈Z

α−2

(
−4

mn

)
e−

π
√

3
8
Q(α,m,n)

where Q(α,m, n) = (m2 +n2)(1+ 1√
−3

)+ 8α√
−3

(mu+nw)− 8
3α

2(u2 +w2)− 16
3 N(α)v. A direct computation

gives

Re(Q(α,m, n)) = (m+
4√
3

Im(αu))2 + (n+
4√
3

Im(αw))2 − 8N(α)

3
(2Re(v) + |u|2 + |w|2)

which is positive definite at any point (u, v, w) ∈ B3. This proves the proposition. �

Remark 5.4. The last equality of the proof of Corollary 5.1 reads as f(x, y, z) = β2
0 F (x,

√
−3z, y)

where f is defined by the expression (3.17). This shows that f defines a holomorphic function on the
domain

{
(x, y, z) ∈ C3 : |x|2 + |y|2 < 2

√
3 Im(z)

}
which is clearly biholomorphic to B3. From Remark

5.2, g = f |0,−1δ
−1 so g is holomorphic on

{
(x, y, z) ∈ C3 : |x|2 + |y|2 < 2√

3
Im(z)

}
. This domain appeared

in Section 3.3 of [13].

In the next paragraph we are going to describe the modular properties of F . In order to do so, we need
another expression of F which comes from the Taylor expansion of σ given in (2.8):

X(u) =
1

β0
σ(u) =

λ0

β0

∑
l>0

Cl
(6l + 1)!

(λ1u)6l+1 = κ0

∑
l>0

al u
6l+1 (5.2)

with κ0 = λ0
β0

and al =
Cl λ

6l+1
1

(6l+1)! for any l ∈ Z>0. This gives the following expression for F :

F (u, v, w) = κ2
0

∑
l,m>0

alamΘ6(l+m)+1

( v√
−3

)
u6l+1w6m+1 (5.3)

where Θk has been introduced in Section 2.5. Note that if (u, v, w) ∈ B3 then v√
−3
∈ H so evaluating

the function Θk at v√
−3

for (u, v, w) ∈ B3 makes sense. We will also need the first few terms of the
qv-expansion of F :

F (u, v, w) =
uw

a2
+
∑
α∈O∗

X(αu)X(αw)

α2
qN(α)
v

=
uw

a2
+ 6X1X2 qv + 6X1Y1Z1X2Y2Z2 q

3
v +

3

2
X1(Y 3

1 + Z3
1 )X2(Y 3

2 + Z3
2 ) q4

v + . . . (5.4)

where the index 1 (resp. 2) refers to the variable u (resp. w).
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5.3. Modular properties of the function F . In this section, we study the modular behaviour of the
function F defined by (5.1) under the elements (4.3) of Γ3. The needed data for understanding this
behaviour are summarised in the following table:

γ γ · b j1,3(γ, b) det γ

Dε1,ε2,ε3 ( ε2
ε1
u, v, ε3

ε1
w) ε1 ε2

1ε2ε3

Tα1,α2,α3 (u+ α2,−ᾱ2u+ v − ᾱ3w + α1, w + α3) 1 1

m̃
(

u
−c
√
−3v+d

, av+b
√
−3

−c
√
−3v+d

, w
−c
√
−3v+d

)
−c
√
−3v + d 1

H3 (u
v
, 1
v
, w
v

) v −1

ι (w, v, u) 1 −1

Lemma 5.5. For any units ε1, ε2, ε3 of O, we have F |0,−1Dε1,ε2,ε3 = ε2ε3
ε1
F.

Proof. Set D = Dε1,ε2,ε3 then by definition, we have

(F |0,−1D)(b) = j1,3(D, b)F (D · (u, v, w)) = ε1

(ε2ε3

ε2
1

uw

a2
+
∑
α∈O∗

X(α ε2ε1u)X(α ε3ε1w)

α2
qN(α)
v

)
=
ε2ε3

ε1
F (b)

where the last equality comes from the second equation in (4.8). �

Lemma 5.6. Let b = (u, v, w) ∈ B3 and α1, α2, α3 ∈ O such that Tr(α1) = −|α2|2 − |α3|2 then we have
(F |0,−1Tα1,α2,α3)(b) = F (b) + 1

a2 (α2α3 + α3u+ α2w).

Proof. Set Tα1,α2,α3 = T then by definition, we have

(F |0,−1T )(b) = F (T · (u, v, w)) = F (u+ α2,−ᾱ2u− ᾱ3w + α1 + v, w + α3).

Write α1 = a1 + b1ρ ∈ O, then α1 + ρ(α1 + ᾱ1) =
√
−3a1 and

−ᾱ2u− ᾱ3w + α1 = α1 − ρ(|α2|2 + |α3|2) = α1 + ρTr(α1) =
√
−3a1.

Then from the first equation in (4.8), we get

(F |0,−1T )(b) =
(u+ α2)(w + α3)

a2
+
∑
α∈O∗

X(α(u+ α2))X(α(w + α3))

α2
e

2πN(α)(−ᾱ2u−ᾱ3w+α1)√
3 qN(α)

v

=
(u+ α2)(w + α3)

a2
+
∑
α∈O∗

X(αu)X(αw)

α2
e

2πN(α)(α1−ρ(|α2|
2+|α3|

2))√
3 qN(α)

v

=
(u+ α2)(w + α3)

a2
+
∑
α∈O∗

X(αu)X(αw)

α2
e

2πN(α)(α1+ρ(α1+ᾱ1))√
3 qN(α)

v

=
uw

a2
+
∑
α∈O∗

X(αu)X(αw)

α2
qN(α)
v +

1

a2
(α2α3 + α3u+ α2w)

=F (b) +
1

a2
(α2α3 + α3u+ α2w).

This proves the lemma. �

Lemma 5.7. Let M =
(
a b
3c d

)
∈ Γ0(3) then we have F |0,−1M̃ = χ(d)F .
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Proof. For any b = (u, v, w) ∈ B3, using (5.3), we get

(F |0,−1M̃)(b) = j1,3(M̃, b)F (M̃ · (u, v, w))

= κ2
0

∑
l,m>0

alam (−c
√
−3v + d)−6(l+m)−1Θ6(l+m)+1

( av + b
√
−3√

−3(−c
√
−3v + d)

)
u6l+1w6m+1

= κ2
0

∑
l,m>0

alam
(
Θ6(l+m)+1|6(l+m)+1M

)( v√
−3

)
u6l+1w6m+1

=

(
d

3

)
F (b)

where the last equality comes from the fact that Θk is modular form of weight k on Γ0(3) with character
( ·

3

)
.

This proves the lemma. �

Lemma 5.8. We have F |0,−1H3 = det(H3)F.

Proof. For any b = (u, v, w) ∈ B3, using (5.3), we get

(F |0,−1H3)(b) = j1,3(H3, b)F (H3 · (u, v, w))

= κ2
0

∑
l,m>0

alamv
−6(l+m)−1Θ6(l+m)+1

(
1√
−3v

)
u6l+1w6m+1

= κ2
0

∑
l,m>0

alamv
−6(l+m)−1Θ6(l+m)+1

(
−1

3( v√
−3

)

)
u6l+1w6m+1

= −

(
κ2

0

∑
l,m>0

alamΘ6(l+m)+1

( v√
−3

)
u6l+1w6m+1

)
= det(H3)F (b)

where the last but one equality comes from the transformation equation 3−k/2τ−kΘk(−1/3τ) = i−kΘk(τ)
given in Section 2.

This proves the lemma. �

The last lemma we need is the following one, whose proof is trivial.

Lemma 5.9. We have F |0,−1ι = F .

From the previous lemmas, we deduce the modular behaviour of F under the generators of Γ3[
√
−3] as

given in Theorem 4.3. For any z ∈ C, let P (z) = ρ−1
a2 z then we have

i 1, 2, 11 3, 10 4, 9 5, 8 6, 7 12, 15 13, 14

F |0,−1gi − det(gi)F 0 P (w) P (u) −P (u) −P (w) P (v − ρ) −P (v − ρ)

Theorem 5.10. For any γ ∈ Γ3[
√
−3], we have

(F |0,−1γ) = det(γ)F + Pγ

where Pγ is a polynomial, depending on γ, of degree at most 1 in u, v and w.

Proof. From the previous table, we see that F |0,−1gi = det(gi)F+Pgi . Since the elements gi for 1 6 i 6 15
generate the group Γ3[

√
−3], we only need to prove that the set of polynomials of degree at most 1 in u, v

and w with coefficients in C is stable under the action of weight (0,−1) of Γ3[
√
−3], this is obvious. �
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Remark 5.11. The transformation behaviour of the function F under the group Γ3[
√
−3] tells us that F

can be interpreted as a generalisation of Eichler integrals to higher dimension domain since the polynomial
appearing in Theorem 5.10 satisfies the cocycle relaltion

Pγ1γ2 = Pγ1 |0,−1γ2 + det(γ1)Pγ2

for any γ1, γ2 ∈ Γ3[
√
−3].

Remark 5.12. In the previous section, we introduced the function χn+1 (see 4.13) and claim that χn+1

is a modular form of weight n+ 1 on Γ[
√
−3] with character det. The same computations as those made

in the proofs of the lemmas 5.5, 5.6, 5.7, 5.8 and 5.9 lead to

χn+1|0,n+1Dε1,ε2,ε3 =
ε2 ε1

εn+3
1

χn+1, χn+1|0,n+1Tα1,α2,α3 = χn+1, χn+1|0,n+1m̃ =

(
d

3

)
χn+1,

χn+1|0,n+1H3 = (−1)n+3χn+1, χn+1|0,n+1ι = χn+1

where m =
(
a b
3c d

)
∈ Γ0(3). Using the expression of the fifteen generators of the group Γ[

√
−3] as we given

in Theorem 4.3, we get χn+1 ∈Mn+1(Γ[
√
−3],det). The holomorphicity of χn+1 can be proved in the way

as we proved those of F . From the previous modular properties of χ6j+5 (we write n as 6j + 4 otherwise
χn+1 is identically zero) and the expression of the generators of Γ3 as given in Theorem 4.2, we get

χ6j+5|0,6j+5r0 = −χ6j+5,

χ6j+5|0,6j+5ri = det ri χ6j+5 for i = 1, . . . , 5.

So for any γ ∈ Γ3, χ2
6j+5|0,2(6j+5)γ = (χ6j+5|0,6j+5γ)2 = det2(γ)χ2

6j+5 and this shows that χ2
6j+5 is a

modular form of weight 12j + 10 on Γ3 with character det2 for any j ∈ Z>0. We can prove a bit more;
χ2

6j+5 is a cusp form. We know that the group Γ3 has only one cusp and since X(0) = 0, the Fourier-Jacobi
expansion of χ6j+5 at this cusp starts with

χ6j+5(u, v, w) =
∑
n>0

( ∑
α∈O,N(α)=n

α6j+4X(αu)X(αw)

)
qnv

=

( ∑
ε∈O×

ε4X(εu)X(εw)

)
qv + . . . =

( ∑
ε∈O×

ε6X(u)X(w)

)
qv + . . .

= 6X(u)X(w)qv + . . .

This proves our claim.

From Theorem 5.10, we deduce the following corollary.

Corollary 5.13. The Hessian matrix of F is a modular form of weight (2, 1) on Γ3[
√
−3] with character

det i.e. Hess(F ) ∈M2,1(Γ3[
√
−3],det).

Proof. We apply Lemma 4.7 to the function F and k = −1, we get

Hess(F |0,−1γ)(b) = j1,3(γ, b)−1 j2,3(γ, b)−1 Hess(F )(γ · b) j2,3(γ, b)−t

= j1,3(γ, b)−1 Sym2(j2,3(γ, b)−1) Hess(F )(γ · b)
= (Hess(F )|2,1γ)(b).

But for any γ ∈ Γ3[
√
−3], by Theorem 5.10, we have F |0,−1γ = det(γ)F + Pγ where Pγ is a polynomial

in u, v and w of degree at most 1 so

Hess(F )|2,1γ = Hess(F |0,−1γ) = Hess(det(γ)F + Pγ) = det(γ) Hess(F ).

This proves the proposition since the function F is holomorphic on B3, so its Hessian matrix too. �
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Having the previous table at hands and the generators of Γ3 (Theorem 4.2) allows us to say more about
the modular behaviour of F : for any b = (u, v, w) ∈ B3, we have

F |0,−1r0 = −det(r0)F, F |0,−1ri = det(ri)F for i = 1, 4, 5,

(F |0,−1r2)(b) = det(r2)F (b)− P (w/(ρ+ 2)), (F |0,−1r3)(b) = det(r3)F (b)− P (u/(ρ+ 2)), (5.5)

whose main consequence is the following theorem.

Theorem 5.14. We have D(3)F ∈ S4,8(Γ3,det2).

Proof. We know that D(3)(F |0,−1γ) = det(γ)2(D(3)F )|4,8γ for any γ ∈ Γ3, see Proposition 4.9 and D(3)F

is holomorphic on B3 since F is. The differential operator D(3) involves partial derivatives of order at
least 2 and satisfies D(3)(λf) = λ4D(3)(f) for any constant λ, the formulas (5.5) give

(D(3)F )|4,8ri = det(ri)
2D(3)(F ) 0 6 i 6 5

but the elements ri for 0 6 i 6 5, generate the group Γ3 by Theorem 4.2 so D(3)F ∈ M4,8(Γ3, det2). It
remains to show that D(3)F is a cusp form. Plugging the first terms of the qv-expansion of F , see (5.4),
in the differential operator D(3) gives

D(3)F (b) = −48π2

a4
[X2

2 (X1X
′′′′
1 − 4X ′1X

′′′
1 + 3(X ′′1 )2)q2

v +O(q4
v), O(q4

v), . . . , O(q4
v),

X2
1 (X2X

′′′′
2 − 4X ′2X

′′′
2 + 3(X ′′2 )2)q2

v +O(q4
v)]

t

this shows that D(3)F is a cusp form since the group Γ3 has only one cusp. �

Remark 5.15. In fact the order of vanishing of D(3)F at the unique cusp of Γ3 is at least 4 since
XX ′′′′ − 4X ′X ′′′ + 3(X ′′)2 = 0, see (4.9), we write this fact as D(3)F (b) = O(q4

v)
15.

Other modular properties of the function F that we will need are the following ones. Via the group
morphism σ, see (4.12), we embed the group S4 into Γ3. Direct computations give

σ(R1) = H3D−1,−1,1, σ(R2) = D−1,1,1, σ(R3) = Tρ2,−1,0

and by Lemmas 5.5, 5.6 and 5.8, we get for i = 1 or 2 and any b ∈ B3,

F |0,−1σ(Ri) = sign(Ri)F and (F |0,−1σ(R3))(b) = sign(R3)F (b)− w

a2
. (5.6)

The elements Ri are defined by (4.5).

5.4. Proof of ‘Theta representation’ of Lagrangian densities.
In this last paragraph we eventually prove ‘Theta representation’ of Lagrangian densities.

5.4.1. General Lagrangian densities. In this section, we prove that the function F given by (5.1)
satisfies the integrability conditions (1.2), recall that this is equivalent to proving that the expression
(3.17) does by Corollary 5.1. We have seen that the function D(3)F belongs to the space S4,8(Γ3,det2)

which is finite dimensional so the easiest way for proving that D(3)F = 0 would have been to check the
vanishing of sufficiently many coefficients in the qv-expansion of D(3)F . But unfortunately, this dimension
is not known. So to prove that D(3)F = 0, we need to proceed differently. Our strategy for proving that
D(3)F = 0 is as follows: assume that D(3)F ∈ S4,8(Γ3,det2) is not identically zero, then it suffices to prove
that the order of vanishing of D(3)F along B2 ⊂ B3 is 3 so, by Lemma 4.8, we can divide it by χ15 and
therefore get a modular of weight (4,−7) and this contradicts the corollary 4.5, so D(3)F = 0 i.e. F solves
the integrability conditions (1.2). So we have to prove that the order of vanishing of D(3)F along B2 is 3.
We apply Lemma 4.6: for any l ∈ Z>0, we have

∂lD(3)F

∂wl

∣∣∣∣
B2

∈
4⊕
i=0

Si,8+l(Γ2, det2) =

4⊕
i=0

Si,8+l(Γ2[
√
−3], det2)S4×µ2 .



26 FABIEN CLÉRY, EVGENY V. FERAPONTOV, ALEXANDER ODESSKII, AND DON ZAGIER

Noticing that −13 acts by (−1)k Symj(−12) on Mj,k(Γ2[
√
−3], detl) so it acts trivially when j + k is even

and using Proposition 5.1 of [7], we know that Mj,k(Γ2[
√
−3], det2) = (0) if j 6≡ k mod 3, we get

D(3)F

∣∣∣∣
B2

∈ S2,8(Γ2, det2) = S2,8(Γ2[
√
−3], det2)S4 ,

∂D(3)F

∂w

∣∣∣∣
B2

∈ S0,9(Γ2, det2)⊕ S3,9(Γ2, det2) = S0,9(Γ2[
√
−3], det2)S4×µ2 ⊕ S3,9(Γ2[

√
−3], det2)S4 ,

∂2D(3)F

∂w2

∣∣∣∣
B2

∈ S1,10(Γ2, det2)⊕ S4,10(Γ2, det2) = SS4×µ2
1,10 (Γ2[

√
−3], det2)⊕ SS4

4,10(Γ2[
√
−3], det2).

By using the results of [17] in the scalar-valued case and by those of [7] in the vector-valued one, we get
the decomposition into irreducible representations of S4 of the spaces Sj,k(Γ2[

√
−3], det2) for j = 0, 1, 2, 3

while for j = 4 we use the result of [3]:

S2,8(Γ2[
√
−3], det2) = s[4]⊕ s[3, 1]⊕ s[2, 2],

S0,9(Γ2[
√
−3], det2) = (0),

S3,9(Γ2[
√
−3], det2) = s[4]⊕ 2 s[3, 1]⊕ s[2, 2]⊕ s[2, 12],

S1,10(Γ2[
√
−3], det2) = s[2, 12]⊕ s[14],

S4,10(Γ[
√
−3], det2) = 2s[4] + 3s[3, 1] + 2s[2, 2] + 2s[2, 12] + s[14].

The one-dimensional irreducible representation s[4] corresponds to the trivial one and its presence in one
of the previous decompositions indicates the existence of a S4-invariant cusp form in the corresponding
space. Therefore we obtain the following dimensions:

dimS2,8(Γ2, det2) = dimS3,9(Γ2, det2) = 1, dimS0,9(Γ2, det2) = dimS1,10(Γ2, det2) = 0,

dimS4,10(Γ[
√
−3], det2) = 2.

A generator of S2,8(Γ2, det2) has been constructed in [7], Example 16.7, the qv-expansion of its last
component starts with X2(u)q2

v +O(q3
v) but D(3)F (b) = O(q4

v)
15, see Remark 5.15, we get D(3)F |B2 = 0.

A generator of the space S3,9(Γ2, det2) can be constructed as follows: let E1,1 be the Eisenstein se-
ries of weight (1, 1) and character det on Γ2[

√
−3] (see 4.11) and F be the unique S4-anti-invariant

cusp form of weight (2, 8) and character det on Γ2[
√
−3]. This form F can be constructed as follows:

let D0 = Sym2(Φ0)/ϕ1ϕ2(ϕ1 − ϕ2) ∈ S2,5(Γ2[
√
−3]) (see [7], Lemma 14.1) and set D1 = D0|2,5R3 and

D2 = D0|2,5R2
3, then SpanC(D0, D1, D2) = S2,5(Γ2[

√
−3]) = s[3, 1]. The space S2,5(Γ2[

√
−3],det) = s[3, 1]

is in turn generated by D′0 = ζ(D1 +D2)/ϕ0(ϕ1 − ϕ2) , D′1 = D′0|2,5R3 and D′2 = D′0|2,5R2
3 (see [7], Sec-

tion14.2). The isotypival decomposition of the space S2,8(Γ2[
√
−3], det) is given by S2,8(Γ2[

√
−3], det) =

s[3, 1]⊕ s[2, 2]⊕ s[2, 12]⊕ s[14], and the S4-anti-invariant part is generated by F = (−ϕ0 +ϕ1 +ϕ2)D′0 +
(ϕ0 − ϕ1 + ϕ2)D′1 + (ϕ0 + ϕ1 − ϕ2)D′2. Since the Eisenstein series E1,1 is also S4-anti-invariant, we
get that Sym2(F,E1,1) ∈ S3,9(Γ2, det2) and the qv-expansion of its last component starts with (up to a
multiplicative constant) X2(u)q2

v +O(q3
v), but since D(3)F (b) = O(q4

v)
15, see Remark 5.15, ∂D

(3)F
∂w |B2 = 0.

It remains to show that ∂2D(3)F
∂w2 |B2 = 0. We have seen that ∂2D(3)F

∂w2 |B2 belongs to the 2-dimensional
space S4,10(Γ2, det2). A basis of this space is described in [8], Section 17 and the qv-expansion of the last
component of its generators starts with X2(u)q2

v +O(q3
v) so ∂2D(3)F

∂w2 |B2 = 0 since D(3)F (b) = O(q4
v)

15, see
Remark 5.15. By applying Lemma 4.8, we conclude that D(3)F = 0 thus proving the main result of this
section:

Theorem 5.16. The function F : B3 → C solves the integrability conditions (1.2).
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5.4.2. Two-dimensional case. In this section we prove that the expression given by (3.12) solve the
integrability conditions (3.9) by applying Proposition 4.12. Recall that this expression is given by

g(y, z) =
y

b
+
∑
α∈O∗

σ(αy)

α
e2πiN(α)z.

Let G = a∂F∂w (u, v, 0) so G is holomorphic on B2 and a direct computation shows that for any (u, v) ∈ B2

we have (recall that X ′(0) = 1/a and a = b β0):

G(u, v) = a
∂F

∂w
(u, v, 0) =

u

a
+
∑
α∈O∗

X(αu)

α
qN(α)
v =

1

β0
g(u,

v√
−3

) =
1

β0
(g|0,0γ)(u, v)

where γ = diag(1/
√
−3, 1, 1) ∈ GL(3,C). This shows that g defines a holomorphic function on the domain{

(y, z) ∈ C3 : |y|2 < 2
√

3Im(z)
}
which is clearly biholomorphic to B2. Using D(2)(λf) = λ4D(2)f for any

constant λ and applying the first statement of Proposition 4.11, mutatis mutandis the arguments in the
proof of Corollary 5.1, we get D(2)G = 0 if and only if D(2)g = 0.

In order to apply Proposition 4.12, we need to show that the function F has the right Taylor expansion
about w = 0. The same computations that led to (5.3) give:

F (u, v, w) =
uw

a2
+
∑
α∈O∗

X(αu)X(αw)

α2
qN(α)
v =

∑
n>0

∂nF

∂wn
(u, v, 0)

wn

n!

=
1

a

(
G(u, v)w +

∑
l>1

alζ6l(u, v)
w6l+1

(6l + 1)!

)
for any (u, v, w) ∈ B3 where

ζ6n(u, v) =
∑
α∈O

α6n−1X(αu)qN(α)
v .

Note that ζ = ζ6/6 and ζ6n ∈ S6n(Γ2[
√
−3], det) (see [17], Proposition 2 and Corollary 2). As a corollary

of Theorem 5.16, we get

Corollary 5.17. The function G : B2 → C solves the integrability conditions (3.9).

Remark 5.18. From the modular properties of the function F and by viewing Γ2 as a subgroup of Γ3

via the embedding (4.12), we immediately deduce

G|0,0γ = det(γ)G+ cγ for γ ∈ Γ2

where cγ is a constant depending only on γ. Another interesting fact about the function G can be obtained
by either Lemma 4.6 or the previous modular properties of G: the gradient of G belongs to the space
M1,1(Γ2[

√
−3],det) and is S4-anti-invariant. It is known that the space of such forms is one dimensional

and generated by the already mentioned Eisenstein series E1,1, see Section 4.1.2. The qv-expansions of
E1,1 and ∇G are given by

E1,1(u, v) =

(
27
√

3ρ2

2πa
+...

162ρ2X(u)qv+...

)
, ∇G(u, v) =

∑
α∈O

(
X′(αu)

2π√
3
ᾱX(αu)

)
qN(α)
v =

(
1
a

+...
12π√

3
X(u)qv+...

)
so we get

∇G =
27
√

3

2π
ρ2E1,1.
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5.4.3. One-dimensional case.
In this section we prove that the expression given by (3.5) solves the differential equation (1.6) by applying
Proposition 4.13. Recall that this expression is given by

g(z) =
∑

(k,l)∈Z2

e2πi(k2+kl+l2)z =
∑
α∈O

qN(α) = Θ(z)

so g is defined if and only if z ∈ H. In order to apply Proposition 4.13, we need to show that the function
G introduced in the previous section has the right Taylor expansion about u = 0. For any (u, v) ∈ B2,
formula (5.3) gives

G(u, v) = a
∂F

∂w
(u, v, 0) =

1

a

∑
l>0

alΘ6l+1

( v√
−3

)
u6l+1 =

1

a

(
Θ
( v√
−3

)
u+

∑
l>1

alΘ6l+1

( v√
−3

)
u6l+1

)
.

Note that if (u, v) ∈ B2 then v√
−3
∈ H and Θ

(
v√
−3

)
= (Θ|1γ)(v) where γ =

(
1/
√
−3 0

0 1

)
∈ GL(2,C) so by

applying the second statement of Proposition 4.11 and Proposition 4.13 to G as a corollary of 5.17, we get

Corollary 5.19. The function Θ : H→ C solves the differential equation (1.6).

5.5. Non-degeneracy of Lagrangian densities. In this section we give a closed formula for the
non-degeneracy condition of (1.2) which is, up to the GL(4,C)-action, given by the non-vanishing of
det(Hess(F )). We will also give closed formula for non-degeneracy condition of (3.9) and (1.6). We have
seen (Corollary 5.13) that

Hess(F )|2,1γ = j1,3(γ, b)−1 j2,3(γ, b)−1 Hess(F )(γ · b) j2,3(γ, b)−t = det(γ) Hess(F ) (5.7)

for any γ ∈ Γ3[
√
−3]. We have seen that (see Section 4.1.1) j2,3(γ, b)−1 = j1,3(γ, b)J(γ, b)t and det(J(γ, b)) =

j1,3(γ, b)−4 det(γ) so, by taking the determinant of 5.7, we get

j1,3(γ, b)−5 det(Hess(F ))(γ · b) = det(γ) det(Hess(F ))(b)

and since F is holomorphic on B3, this shows that det(Hess(F )) ∈ M5(Γ3[
√
−3], det). By using the

expression of F as in Section 5.4.2, we get

det(Hess(F ))(u, v, w) = − 1

a3

(
t(u, v)w − a1

120
ζ6(GuuGvv −G2

uv)(u, v)w7 + . . .
)

where t(u, v) = (GuuG
2
v− 2GuGvGuv +G2

uGvv)(u, v). As a variant of Lemma 4.6, replace the group Γ3 by
Γ3[
√
−3] in the statement, we get t ∈M6(Γ2[

√
−3],det) = ζ ·C. The Fourier-Jacobi expansion of t starts

with

t(u, v) =
8π2

a2

(
Xqv + 9X(Y Z + 4a2(XX ′′ − (X ′)2))q3

v + . . .
)

=
8π2

a2

(
Xqv − 27XY Zq3

v + . . .
)

=
8π2

a2
ζ(u, v).

since XX ′′ − (X ′)2 = −Y Z/a2 (see (4.10), note that a = bβ0). So the Taylor expansion of det(Hess(F ))
about w = 0 starts with

det(Hess(F ))(u, v, w) = −8π2

a5

(
ζ(u, v)w +O(w7)

)
.

From Remark 5.12, it is easily seen that the Taylor expansion of χ5 about w = 0 starts with

χ5(u, v, w) =
6

a

(
ζ(u, v)w +O(w7)

)
.

Moreover using the transformation formulas of F under the generators of Γ3 as given by (5.5), we see that
det(Hess(F ))2 belongs to the space S10(Γ3, det2) like χ2

5 so by applying Lemma 4.8, we get det(Hess(F )) =

−4π2

3a4χ5 and we deduce

Proposition 5.20. The non-degeneracy condition of (1.2) is equivalent to the non-vanishing of the mod-
ular form χ5.
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The non-degeneracy condition of (3.9) is equivalent to the non-vanishing of t(u, v) = (GuuG
2
v −

2GuGvGuv +G2
uGvv)(u, v) = 8π2

a2 ζ(u, v) as we just saw so we deduce:

Corollary 5.21. The non-degeneracy condition of (3.9) is equivalent to the non-vanishing of the modular
form ζ.

The non-degeneracy condition of (1.6) is equivalent to the non-vanishing of

gg′′ − 2g′2 = ΘΘ′′ − 2Θ′2 =
1

2
[Θ,Θ]2

([Θ,Θ]2 is the second the Rankin-Cohen bracket of Θ with itself, see [39], Section 5.2). Since Θ belongs
to the space M1(Γ0(3),

( ·
3

)
), we have [Θ,Θ]2 ∈ M6(Γ0(3)) and is in fact a cusp form. It is not hard to

see that [Θ,Θ]2(τ) is proportional to f6(τ) = η(τ)6η(3τ)6 where η denotes the Dedekind eta-function:
η(τ) = q1/24

∏
n>1(1 − qn). Note that f6 is one of the famous eta products and plays a similar role for

Γ0(3) as the discriminant form ∆ for SL(2,Z), we deduce

Corollary 5.22. The non-degeneracy condition of (1.6) is equivalent to the non-vanishing of the modular
form f6.

6. Power series representation

In this section we prove that the expression (3.18) (resp. (3.13), (3.6)) satisfies the integrability condi-
tions (1.2) (resp. (3.9), (1.6)).

Theorem 6.1. The expression (3.18) satisfies the integrability conditions (1.2).

Proof. Let γ3 =

(
0 ρ 0 ρ2

0 1 0 −1
0 0 1 0
1 0 0 0

)
∈ SL(4,O), it is easily seen that the map

D3 = {(x, y, z) ∈ C3 : |x|2 + |y|2 + |z|2 < 1} → B3

(x, y, z) 7→ γ3 · (x, y, z) = ( x
1−z , ρ

1+z
1−z ,

y
1−z )

is a biholomorphism so, Proposition 4.9, for any (x, y, z) ∈ D3 we have

(D(3)(F |0,−1γ3))(x, y, z) = det(γ3)2((D(3)F )|4,8γ3)(x, y, z) = 0

since we know, Theorem 5.16, that F (see (5.1)) satisfies the integrability conditions (1.2), we deduce that
F |0,−1γ3 also does. Using (5.3), a quick computation shows that

(F |0,−1γ3)(x, y, z) = κ2
0

∑
l,m>0

alam(1− z)−6(l+m)−1Θ6(l+m)+1

(τ0 − τ̄0z

1− z

)
x6l+1y6m+1

where τ0 = 1
2 + i

2
√

3
= ρ/

√
−3. Since for any (x, y, z) ∈ D3 we have |z| < 1, by applying Theorem ??, we

get

(F |0,−1γ3)(x, y, z) = κ2
0

∑
l,m>0

alam

(
µl+m

∑
n>0

CnCl+m+n

(6n+ 1)!
(µ1z)

6n+1
)
x6l+1y6m+1

= κ2
0

∑
l,m,n>0

ClCmCnCl+m+n µl+m µ
6n+1
1 λ

6(l+m)+2
1

x6l+1

(6l + 1)!

y6m+1

(6m+ 1)!

z6n+1

(6n+ 1)!

where the last equality comes from al =
Cl λ

6l+1
1

(6l+1)! . Using the expression of the constants λ1, µ1 and µl+m,
we get

µl+m µ
6n+1
1 λ

6(l+m)+2
1 = χ0 χ

6(l+m+n)+3
1 with χ0 =

(2π)2

Γ(1/3)3 62/3
eπi/3 and χ1 =

Γ(1/3)6 21/3 35/6

(2π)3
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so

(F |0,−1γ3)(x, y, z) = κ2
0χ0

∑
l,m,n>0

ClCmCnCl+m+n
(χ1x)6l+1

(6l + 1)!

(χ1y)6m+1

(6m+ 1)!

(χ1z)
6n+1

(6n+ 1)!
.

Using again D(3)(λf) = λ4D(3)(f) for any constant λ, we see that the function

E(x, y, z) =
∑

l,m,n>0

ClCmCnCl+m+n
(χ1x)6l+1

(6l + 1)!

(χ1y)6m+1

(6m+ 1)!

(χ1z)
6n+1

(6n+ 1)!
,

defined on D3 where it is holomorphic, solves the integrability conditions (1.2). Applying Proposition
4.9 to E and diag(1, χ1, 1, 1) ∈ GL(4,C), we conclude that the expression (3.18) which is defined on
{(x, y, z) ∈ C3 : |x|2 + |y|2 + |z|2 < |χ1|2} satisfies the integrability conditions (1.2). �

Theorem 6.2. The expression (3.13) satisfies the integrability conditions (3.9).

Proof. Assume that the Taylor expansion about x = 0 of a function f starts with f(x, y, z) = f1(y, z)x+
O(x7) then, same computations as for Proposition 4.12, we have

D(3)f(x, y, z) = −
(

0, . . . , 0,D(2)f1(y, z)
)t
x2 +O(x5)15.

We just proved that the expression (3.18), i.e.,

f(x, y, z) =
∑

l,m,n>0

ClCmCnCl+m+n
x6l+1

(6l + 1)!

y6m+1

(6m+ 1)!

z6n+1

(6n+ 1)!

=
( ∑
m,n>0

CmCnCm+n
y6m+1

(6m+ 1)!

z6n+1

(6n+ 1)!

)
x+O(x7)

= g(y, z)x+O(x7)

(recall that C0 = 1) satisfies the integrability conditions (1.2), i.e., D(3)f = 0. Uniqueness of the Taylor
expansion of f about x = 0 concludes the proof. �

The next theorem has already been obtained in Section 2.6 nevertheless we are going to prove it again
using a similar idea which leads to the previous one.

Theorem 6.3. The expression (3.6) satisfies the integrability conditions (1.6).

Proof. Assume that the Taylor expansion about y = 0 of a function f starts with f(y, z) = f1(z)y+O(y7)
then, same computations as for Proposition 4.13

D(2)f(y, z) =

( 0
0
0
0

D(1)f1(z)

)
y2 +O(y5)5.

We just proved that the expression (3.13), i.e.,

g(y, z) =
∑
m,n>0

CmCnCm+n
y6m+1

(6m+ 1)!

z6n+1

(6n+ 1)!

=
(∑
n>0

C2
n

z6n+1

(6n+ 1)!

)
y +O(y7)

(recall that C0 = 1) satisfies the integrability conditions (3.9), i.e., D(2)g = 0. Uniqueness of the Taylor
expansion of g about y = 0 concludes the proof. �
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7. Parametric representation

7.1. Lagrangian densities f = vx1vx2g(vx3). Parametric form (3.7) was first obtained in [13] based on
the standard technique using GL(2)-invariance of equation (1.6) as explained in [6]. Thus, symmetry (3.2)
implies the existence of a parametric representation of the form (3.7) where {h1, h2} is a basis of solutions
of some linear second-order ODE. The substitution into (1.6) implies that this linear ODE must coincide
with the hypergeometric equation (3.3). We refer to [13] for the details of this standard computation.

Although the theta representation for g has been obtained in Section 5 from the generic case via a
suitable limiting procedure, here we sketch an alternative way based on the parametric representation
(3.7). The idea is to invert the period map z = h1(u)

h2(u) expressing it as the ratio of two modular forms. This
approach, which can be viewed as a limiting case of the Picard construction [31], was briefly outlined in
[25], Section 4. It requires a suitable choice of h1 and h2:

h1(u) = ln(u)h2(u) +
∑
n>1

anu
n,

h2(u) = 2F1

(
1

3
,
2

3
; 1;u

)
where 2F1(a, b; c;u) is the standard hypergeometric series. Then the period map z = h1(u)

h2(u) can be inverted
in the form

u =
B3(z)

Θ3(z)

where B is a modular form of weight 1 defined as

B(z) =
1

2
(Θ(z/3)−Θ(z)) = 3q1/3(1 + q + 2q2 + 2q4 + q5 + 2q6 + q8 + . . .).

This implies

g = h2(u) = 2F1

(
1

3
,
2

3
; 1;u

)
= 2F1

(
1

3
,
2

3
; 1;

B3(z)

Θ3(z)

)
= Θ(z)

where the last equality is due to [4], Theorem 2.3 (a).

7.2. Lagrangian densities f = vx1g(vx2 , vx3). Parametric form (3.14) can be obtained by seeking solu-
tion to (3.9) in the form

y =
h1(u1, u2)

h3(u1, u2)
, z =

h2(u1, u2)

h3(u1, u2)
, g = F (u1, u2)

where h1, h2 and h3 are three linearly independent solutions of (3.11), and F is a function to be determined.
This ansatz is dictated by the symmetry (3.10); here the assumption that hi solves (3.11) is based on
a conjecture formulated in [29], Remark 7. Thus, the only unknown function to be determined is F .
Direct substitution into (3.9) leads to an involutive system of five PDEs for F with a generic solution
F = G(w), w = u1(u2−1)

u2(u1−1) where G solves the hypergeometric equation

w(1− w)G′′ +
2

3
(1− 2w)G′ = 0.

This can be integrated once to yield G′ = c[w(w− 1)]−2/3, leading to formula (3.14). Without any loss of
generality one can set c = 1 and take

G(w) = w1/3
2F1

(
1

3
,
2

3
;
4

3
;w

)
. (7.1)
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Note that the period map

y =
h1(u1, u2)

h3(u1, u2)
, z =

h2(u1, u2)

h3(u1, u2)

was studied by Picard in [31]. Picard’s results imply that, for a suitable choice of h1, h2 and h3, the inverse
map is given by the formula

u1 =
ϕ1(y, z)

ϕ0(y, z)
, u2 =

ϕ2(y, z)

ϕ0(y, z)
(7.2)

where ϕν as in Section 4.1.2 up to multiplicative constant. Formulas (3.14) and (7.2) lead to a simple
expression of the differential dg is terms of ϕν :

dg = G′(w)dw = ϕ2(ϕ0−ϕ2)
ζ2 (ϕ0dϕ1 − ϕ1dϕ0) + ϕ1(ϕ1−ϕ0)

ζ2 (ϕ0dϕ2 − ϕ2dϕ0) (7.3)

where ζ satisfies the relation ζ3 = ϕ0ϕ1ϕ2(ϕ1−ϕ0)(ϕ2−ϕ0)(ϕ2−ϕ1); up to a multiplicative constant ζ is
the cusp form introduced in Section 4.1.2. Note that the expression of dg coincides, up to a multiplicative
constant, with that of the Eisenstein series E1,1, introduced in Remark 5.18, as given in Section 12 of [7].

Remark 7.1. Using (7.1) and ( 7.2) one can represent g in the following explicit form:

g = 2F1

(
1

3
,
2

3
;
4

3
;
ϕ1(ϕ2 − ϕ0)

ϕ2(ϕ1 − ϕ0)

)(
ϕ1(ϕ2 − ϕ0)

ϕ2(ϕ1 − ϕ0)

)1/3

.

7.3. Generic Lagrangian densities f(vx1 , vx2 , vx3). We start with a brief description of the general
construction of [29] that parametrises broad classes of dispersionless integrable systems in 3D by generalised
hypergeometric functions. Consider the generalised hypergeometric system of Appell’s type,

∂2h

∂ui∂uj
=

si
ui − uj

∂h

∂uj
+

sj
uj − ui

∂h

∂ui
, i 6= j,

∂2h

∂ui2
=− σ si

ui(ui − 1)
h+

si
ui(ui − 1)

n∑
j 6=i

uj(uj − 1)

uj − ui
∂h

∂uj

+
( n∑
j 6=i

sj
ui − uj

+
si + sn+1

ui
+
si + sn+2

ui − 1

) ∂h
∂ui

.

(7.4)

Here s1, ..., sn+2 are arbitrary constants, σ = 1 + s1 + · · · + sn+2, and h is a function of n variables
u1, . . . , un. This system is involutive and has n + 1 linearly independent solutions known as generalised
hypergeometric functions [2, 19, 29]. Introducing the differential

ω = tsn+1(t− 1)sn+2(t− u1)s1 . . . (t− un)sndt,

solutions of (7.4) can be expressed in terms of the corresponding periods,
∫ q
p ω; p, q ∈ {0, 1,∞, u1, . . . , un}.

Only n + 1 of these periods are linearly independent [26, 27, 9, 22]. In low dimensions, analogous ob-
servations were made by Picard in 1883 [31]. With any generalised hypergeometric system (7.4) one can
associate an integrable system in 3D having a dispersionless Lax representation [29].

We will need a particular case of this construction which leads to integrable second-order quasilinear
PDEs in 3D (see example 4 of [29]). It corresponds to the case n = 3; let {h1, h2, h3, h4} be a basis of
solutions of the corresponding system (7.4). To these data we associate a system of four PDEs for the
three dependent variables u1, u2, u3 viewed as functions of the auxiliary independent variables x1, x2, x3:

(h1/h4)x2 = (h2/h4)x1 , (h1/h4)x3 = (h3/h4)x1 , (h2/h4)x3 = (h3/h4)x2 , (7.5)

u3(u3 − 1)(u1 − u2)X1(u2) + u1(u1 − 1)(u2 − u3)X2(u3) + u2(u2 − 1)(u3 − u1)X3(u1) = 0; (7.6)
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where Xi = Bi1∂x1 +Bi2∂x2 +Bi3∂x3 with Bij the cofactor of hj,ui of the matrix

J =

 h1 h2 h3 h4
h1,u1 h2,u1 h3,u1 h4,u1
h1,u2 h2,u2 h3,u2 h4,u2
h1,u3 h2,u3 h3,u3 h4,u3

 .

Parametrising equations (7.5) in terms of the auxiliary potential v,

h1/h4 = vx1 , h2/h4 = vx2 , h3/h4 = vx3 , (7.7)

expressing from (7.7) the parameters ui in terms of partial derivatives vxj and substituting the result into
(7.6), we obtain a single second-order PDE for the function v:∑

fij(vx1 , vx2 , vx3)vxixj = 0. (7.8)

This PDE was shown in [29] to be integrable via a dispersionless Lax representation. The classification of
integrable second-order PDEs of type (7.8) was previously addressed in [5], and the construction of [29]
described above gives a generic case of this classification. Setting vxi = pi, with any second-order equation
of type (7.8) we associate a conformal structure

[G] =
∑

fij(p1, p2, p3)dpidpj . (7.9)

The space with coordinates p1, p2, p3 is also endowed with a natural projective structure (see [5] for
geometric aspects of PDEs of type (7.8)). It is clear that the knowledge of [G] allows one to reconstruct
the corresponding PDE (7.8). It was shown in [5] that the requirement of integrability implies that the
conformal structure [G] must be flat (that is, its Cotton tensor vanishes; this necessary condition is however
not sufficient for integrability).

Equation (7.8) can be represented in a somewhat more explicit form. Let us view formulas (7.7) as a
period map from the parameter space u1, u2, u3 to the projective space P3 with coordinates p1, p2, p3:

p1 =
h1(u1, u2, u3)

h4(u1, u2, u3)
, p2 =

h2(u1, u2, u3)

h4(u1, u2, u3)
, p3 =

h3(u1, u2, u3)

h4(u1, u2, u3)
, (7.10)

and introduce the inverse map by the formulas

u1 =
ϕ1(p1, p2, p3)

ϕ0(p1, p2, p3)
, u2 =

ϕ2(p1, p2, p3)

ϕ0(p1, p2, p3)
, u3 =

ϕ3(p1, p2, p3)

ϕ0(p1, p2, p3)
. (7.11)

Note that for certain special values of constants si (when the monodromy group of (7.4) is discrete) the
functions ϕν become single-valued modular forms on a 3-dimensional complex ball. Differentiating (7.11)
with respect to ui by using the chain rule we get:(

0 0 0
h4 0 0
0 h4 0
0 0 h4

)
=

 h1 h2 h3 h4
h1,u1 h2,u1 h3,u1 h4,u1
h1,u2 h2,u2 h3,u2 h4,u2
h1,u3 h2,u3 h3,u3 h4,u3

 (ϕ1/ϕ0)p1 (ϕ2/ϕ0)p1 (ϕ3/ϕ0)p1
(ϕ1/ϕ0)p2 (ϕ2/ϕ0)p2 (ϕ3/ϕ0)p2
(ϕ1/ϕ0)p3 (ϕ2/ϕ0)p3 (ϕ3/ϕ0)p3
H(ϕ1/ϕ0) H(ϕ2/ϕ0) H(ϕ3/ϕ0)


where H = −p1∂p1 − p2∂p2 − p3∂p3 . This shows that the cofactor matrix of J is proportional to a matrix
of the form ( ∗ ∗ ∗ ∗

(ϕ1/ϕ0)p1 (ϕ1/ϕ0)p2 (ϕ1/ϕ0)p3 H(ϕ1/ϕ0)

(ϕ2/ϕ0)p1 (ϕ2/ϕ0)p2 (ϕ2/ϕ0)p3 H(ϕ2/ϕ0)

(ϕ3/ϕ0)p1 (ϕ3/ϕ0)p2 (ϕ3/ϕ0)p3 H(ϕ3/ϕ0)

)
,

where the exact values of matrix elements of the first row are not important. Thus we have B11 =
k(ϕ1/ϕ0)p1 , B12 = k(ϕ1/ϕ0)p2 , etc. Note that the coefficient of proportionality k does not effect the
equation (7.6), as well as the second-order equation (7.8). Substituting ui = ϕi/ϕ0 along with the values
for Bij into (7.6) we obtain the conformal structure of the corresponding second-order PDE (7.8) in the
following explicit form:

[G] = ϕ3(ϕ3 − ϕ0)(ϕ1 − ϕ2)[ϕ0, ϕ1][ϕ0, ϕ2]
+ϕ2(ϕ2 − ϕ0)(ϕ3 − ϕ1)[ϕ0, ϕ1][ϕ0, ϕ3] + ϕ1(ϕ1 − ϕ0)(ϕ2 − ϕ3)[ϕ0, ϕ2][ϕ0, ϕ3].

(7.12)



34 FABIEN CLÉRY, EVGENY V. FERAPONTOV, ALEXANDER ODESSKII, AND DON ZAGIER

Here we use the notation [ϕµ, ϕν ] = ϕµdϕν − ϕνdϕµ where d is the standard differential. In the special
cases where ϕν are modular forms, the conformal structure [G] can be interpreted as a vector-valued
modular form with values in degree two symmetric tensors.

Lagrangian equations correspond to the above construction for specific values of the parameters: n =
3, si = −1

3 . This is one of the exceptional cases where the inverse period map (7.11) can be expressed
via modular forms. In this case hypergeometric system (7.4) reduces to the Picard system (3.15) and the
differential ω becomes holomorphic differential on the family of genus 4 trigonal curves

r3 = t(t− 1)(t− u1)(t− u2)(t− u3),

namely ω = dt/r. We will see that the corresponding conformal metric [G] becomes second symmetric
differential d2f of the Lagrangian density f . The proof of parametric representation (3.19) can be obtained
as follows. Symbolically, we can represent linear systems for h and F in the form

huiuj = Γpijhup + gijh (7.13)

and
Fuiuj = ΓpijFup + gijF + νij , (7.14)

where the coefficients Γpij , gij and νij can be read off (3.15) and (3.16). Let us consider the period map

x =
h1(u1, u2, u3)

h4(u1, u2, u3)
, y =

h2(u1, u2, u3)

h4(u1, u2, u3)
, z =

h3(u1, u2, u3)

h4(u1, u2, u3)
. (7.15)

Its inverse is given by the formula

u1 =
ϕ1(x, y, z)

ϕ0(x, y, z)
, u2 =

ϕ2(x, y, z)

ϕ0(x, y, z)
, u3 =

ϕ3(x, y, z)

ϕ0(x, y, z)
(7.16)

where ϕν are single-valued modular forms on a 3-dimensional complex ball. This case was studied in
[23, 20, 24] where ϕν were expressed via suitable genus 4 theta constants (note that under the identification
x = p1, y = p2, z = p3 equations (7.15), (7.16) coincide with (7.10), (7.11)). Formulae (3.19, 7.16) allow to
express the second symmetric differential d2f is terms of ϕν . Calculating second-order partial derivatives
of relations (3.19) with respect to x, y, z we obtain

d2f =
νijduiduj

h4

where we have to substitute ui from (7.16). Taking νij from equations (3.16) and choosing h4 to be the
Lauricella series h4 = F

(3)
D

(
2
3 ,

1
3 ,

1
3 ,

1
3 ,

4
3 ;u1, u2, u3

)
gives the following expression for d2f :

d2f = 2
U2/3H

(ϕ3(ϕ3 − ϕ0)(ϕ1 − ϕ2)[ϕ0, ϕ1][ϕ0, ϕ2]

+ϕ2(ϕ2 − ϕ0)(ϕ3 − ϕ1)[ϕ0, ϕ1][ϕ0, ϕ3] + ϕ1(ϕ1 − ϕ0)(ϕ2 − ϕ3)[ϕ0, ϕ2][ϕ0, ϕ3]);
(7.17)

here
U = ϕ0ϕ1ϕ2ϕ3(ϕ1 − ϕ0)(ϕ2 − ϕ0)(ϕ3 − ϕ0)(ϕ1 − ϕ2)(ϕ2 − ϕ3)(ϕ3 − ϕ1)

and

H = ϕ
1/3
0 F

(3)
D

(
2

3
,
1

3
,
1

3
,
1

3
,
4

3
;
ϕ1

ϕ0
,
ϕ2

ϕ0
,
ϕ3

ϕ0

)
.

Since d2f given by (7.17) is proportional to the conformal structure [G] given by (7.12), we conclude that
the Lagrangian density f specified by parametric representation (3.19) indeed defines an integrable Euler-
Lagrange equation. Conformal flatness of [G] implies that d2f can be viewed as a conformally flat Hessian
metric. Note that (7.17) coincides, up to a multiplicative constant, with the vector-valued modular form
of Corollary 5.13.
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8. Hamiltonian systems and 2-dimensional Lagrangian densities

Let us first note that up to the symmetry (1.4) Lagrangian densities f = vx1g(vx2 , vx3) are equivalent
to densities of the form f = g(

vx2
vx1
,
vx3
vx1

): use the transformation x̃ = 1
x , ỹ = y

x , z̃ = z
x , f̃ = f

x . Setting
m =

vx2
vx1
, n =

vx3
vx1

we can represent the Euler-Lagrange equation corresponding to the Lagrangian density
f = g(

vx2
vx1
,
vx3
vx1

) as a first-order system

(gm)x2 + (gn)x3 − (g +mgm + ngn)x1 = 0, mx3 +mnx1 = nx2 + nmx1 . (8.1)

We will show that system (8.1) is transformable into a Hamiltonian form investigated previously in [14],
thus providing a link between integrable Hamiltonians and Picard modular forms.

Let us begin by recalling the necessary setup from paper [14] which provides a classification of integrable
Hamiltonian systems of hydrodynamic type in 2+1 dimensions. One class of such systems is

vt = (2vhv + whw − h)x + (vhw)y, wt = (whv)x + (2whw + vhv − h)y, (8.2)

where h(v, w) is the Hamiltonian density. System (8.2) can be cast into Hamiltonian form(
v
w

)
t

= P

(
hv
hw

)
where P is the following Hamiltonian operator:

P =

(
2v w
w 0

)
d

dx
+

(
0 v
v 2w

)
d

dy
+

(
vx vy
wx wy

)
.

It was observed that the classification of integrable Hamiltonian densities h(v, w) simplifies considerably
under the Legendre transformation h(v, w)→ H(V,W ) defined as

V = hv, W = hw, H = vhv + whw − h, HV = v, HW = w.

In the new variables, equations (8.2) take the form

(HV )t = (V HV +H)x + (WHV )y, (HW )t = (V HW )x + (WHW +H)y. (8.3)

Our main observation is that systems (8.1) and (8.3) are equivalent under the contact transformation

g = H, gm = HV , gn = WHV , m = V +
HW

HV
W, n = −HW

HV
, (8.4)

(note the contact condition dg − gmdm − gndn = dH − HV dV − HWdW ), followed by relabelling the
independent variables x1, x2, x3. In particular, under the contact transformation (8.4) the integrability
conditions for H derived in [14] transform into the integrability conditions (3.9) for g. Note that the
integrability conditions for both H and g are invariant under 10-dimensional symmetry groups whose
actions possess open orbits (along with several orbits of lower dimensions). The contact transformation
(8.4) can be inverted in the form

H = g, HV = gm, HW = −ngm, V = m+
gn
gm

n, W =
gn
gm

, (8.5)

leading to the relation

g(m,n) = H

(
m+

gn
gm

n,
gn
gm

)
.

In was shown in [14] that, besides the generic potential H(V,W ) generating an open orbit, the system
of integrability conditions for H possesses four non-degenerate solutions giving rise to orbits of lower
dimensions. These are

H =
1

Wg(V )
, H =

1

WV
, H = V −W logW, H = V −W 2/2,



36 FABIEN CLÉRY, EVGENY V. FERAPONTOV, ALEXANDER ODESSKII, AND DON ZAGIER

(orbits of dimensions 9, 8, 8, 7, respectively). Their images under the contact transformation (8.4) are
Lagrangian densities equivalent to

f = vx1vx2g(vx3), f = vx1vx2vx3 , f = vx1(vx3 + evx2 ), f = vx1(vx3 + v2
x2

),

respectively. We expect that these orbits are related to a suitable compactification of the family of Picard
curves r3 = t(t− 1)(t− u1)(t− u2).

9. Concluding remarks

Attempts to generalise/specialise Theorems 3.1-3.5 lead to the following observations:
• There exists a whole variety of integrable Lagrangians whose densities f are polynomial, or can be
expressed in terms of elementary functions. It would be interesting to clarify how these examples
can be recovered as degenerations of the ‘master-Lagrangian’ constructed in Theorem 3.5, and to
describe singular orbits of lower dimension. This should be related to understanding degenera-
tions/compactifications of the moduli space of Picard curves (see discussion at the end of section
8).
• Although parametric, theta and power series representations of Theorem 3.5 possess straightfor-
ward generalisations to dimensions higher than three, the relation to integrable Lagrangians will
be lost: one can show that in higher dimensions every integrable first-order Lagrangian density is
necessarily of the form

f =
Q(vx)

l(vx)

where Q and l are arbitrary quadratic and linear functions of the first-order derivatives of v,
respectively (furthermore, the corresponding Euler-Lagrange equations are linearisable). Thus,
the occurrence of modular forms is a essentially three-dimensional phenomenon.
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