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Abstract

We prove that the Beilinson regulator, which is a map from $K$-theory to absolute Hodge cohomology of a smooth variety, admits a refinement to a map of $E_\infty$-ring spectra in the sense of algebraic topology. To this end we exhibit absolute Hodge cohomology as the cohomology of a commutative differential graded algebra over $\mathbb{R}$. The associated spectrum to this CDGA is the target of the refinement of the regulator and the usual $K$-theory spectrum is the source. To prove this result we compute the space of maps from the motivic $K$-theory spectrum to the motivic spectrum that represents absolute Hodge cohomology using the motivic Snaith theorem. We identify those maps which admit an $E_\infty$-refinement and prove a uniqueness result for these refinements.

1 Introduction

Let $X$ be a smooth algebraic variety over $\mathbb{C}$. On the one hand, we can form its algebraic $K$-groups $K_*(X)$, which encode information about the symmetric monoidal category of vector bundles on $X$ with respect to the direct sum. On the other hand, Belinson [Bei86] has defined the absolute Hodge cohomology groups $H_{\text{abs. Hodge}}^i(X, \mathbb{R}(i))$ which depend on the mixed $\mathbb{R}$-Hodge structure on the Betti cohomology of $X$. These two $\mathbb{Z}$-graded groups are related by the Beilinson regulator, a natural homomorphism of graded groups

$$\text{reg} : K_*(X) \rightarrow \bigoplus_{i \in \mathbb{N}} H_{\text{abs. Hodge}}^{2i-*}(X, \mathbb{R}(i)).$$

(1)

The tensor product of vector bundles induces a commutative ring structure on $K_*(X)$, and the $\cup$-product in the Betti cohomology of $X$ provides a commutative ring structure on $\bigoplus_{i \in \mathbb{N}} H_{\text{abs. Hodge}}^{2i-*}(X, \mathbb{R}(i))$. It is known that the regulator is a homomorphism of rings [Gil81] 2.35.
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Our main motivation for the present paper is the application of the regulator to a multiplicative version of differential algebraic $K$-theory as discussed in the series of papers [BGR13, BT15b, BT15a]. For this, one needs a more refined version of the regulator map: The algebraic $K$-groups $K_*(X)$ are defined as homotopy groups of an algebraic $K$-theory spectrum $K(X)$ and the multiplication on the $K$-groups is induced by an $E_\infty$-ring structure on this spectrum. Absolute Hodge cohomology on the other hand is defined as Ext-groups in the derived category of mixed Hodge complexes. We realize the absolute Hodge cohomology groups as the cohomology groups of a specific chain complex $\text{IDR}(X)$ (Definition 3.3) consisting of differential forms. The usual wedge product of forms gives a multiplication on the chain level, i.e. it makes $\text{IDR}(X)$ into a commutative differential graded algebra. Under the Eilenberg-MacLane equivalence $H$ this commutative differential graded algebra induces an $E_\infty$-ring spectrum $H(\text{IDR}(X))$ whose homotopy groups are the cohomology groups of $\text{IDR}(X)$ and therefore the absolute Hodge cohomology groups of $X$. For the application we have in mind, it is an important question whether the regulator (1) can be refined to a spectrum map that is compatible with the $E_\infty$-ring structures on this level.

**Theorem 1.1.** The regulator admits a refinement to a map of $E_\infty$-ring spectra

$$K(X) \to H(\text{IDR}(X))$$

which is natural in the variety $X$.

In order to understand the refinement of the regulator and its construction, we employ techniques of motivic homotopy theory or, more precisely, motivic spectra. The assignment $X \mapsto K(X)$ is itself represented by such a motivic spectrum $K$. In detail, we have

$$K(X) \simeq \text{map}(\Sigma_+^\infty X, K), \quad K_n(X) \cong \pi_n(\text{map}(\Sigma_+^\infty X, K)).$$

The motivic spectrum $K$ is a motivic $E_\infty$-ring spectrum, and this structure induces the $E_\infty$-ring spectrum structure on $K(X)$ under the above equivalence.

Our next step towards proving that the Beilinson regulator is a morphism of $E_\infty$-ring spectra is to show that absolute Hodge cohomology can be represented by a motivic $E_\infty$-ring spectrum as well.

**Theorem 1.2.** Absolute Hodge cohomology is representable by a motivic $E_\infty$-ring spectrum $H$. Its underlying motivic spectrum decomposes as $\bigoplus_i H(i)$ and we have

$$H^{2i-n}_{\text{abs. Hodge}}(X, \mathbb{R}(i)) \cong \pi_n(\text{map}(\Sigma_+^\infty X, H(i))).$$

This may be seen as a refinement of [HS10, Section 3] where a ring in the homotopy category is constructed which represents weak absolute Hodge cohomology, a version of absolute Hodge cohomology disregarding the weight filtrations. A related result using different techniques is [DM14, Prop. 1.4.10]. The motivic spectrum $H$ is constructed in Section 6 in such a way that we have equivalences of $E_\infty$-ring spectra

$$H(\text{IDR}(X)) \simeq \text{map}(\Sigma_+^\infty X, H).$$

After this translation in the motivic world, our main result is implied by the following statement which is the key technical fact:
Theorem 1.3. There is a morphism of motivic spectra

$$K \to H$$

which induces the Beilinson regulator $\text{reg}$ as in (1) on the represented cohomology theories. There is a choice of this morphism which induces a map of rings in the homotopy category of motivic spectra. Furthermore, any morphism (2) which induces a ring map in the homotopy category of motivic spectra refines essentially uniquely to a morphism of $E_\infty$-ring spectra.

In this statement ‘essentially unique’ has to be interpreted in the appropriate higher categorical sense, i.e. the moduli space of all such refinements is contractible. Note that the uniqueness assertion in the last statement of Theorem 1.3 provides a distinguished refinement, up to contractible choice, whose existence is asserted in Theorem 1.1. We consider these uniqueness assertions as one of the main results.

Notations and conventions The current paper is written in the language of $\infty$-categories. We have collected some facts that we use in the Appendix. Apart from that we follow mostly Lurie in his terminology as in [Lur09] and [Lur14]. We write $\mathbf{CAlg}(C)$ for the $\infty$-category of commutative algebra objects in a symmetric monoidal $\infty$-category $C$. In particular, we write $\mathbf{CAlg}(\mathbf{Sp})$ for the $\infty$-category of $E_\infty$-ring spectra and we will not use the $E_\infty$-terminology that we have used in the introduction.
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2 Mixed Hodge complexes

In this section we recall the notion of mixed \( \mathbb{R} \)-Hodge structures and Beilinson’s description of the derived category of mixed \( \mathbb{R} \)-Hodge structures in terms of the more flexible mixed \( \mathbb{R} \)-Hodge complexes. We enhance this to an equivalence of stable \( \infty \)-categories. These \( \infty \)-categories are symmetric monoidal, and the main result is the construction of an explicit symmetric monoidal dg-model for them.

In the following, all filtrations are assumed to be separated, exhaustive, and of finite length.

Definition 2.1. A pure \( \mathbb{R} \)-Hodge structure of weight \( n \in \mathbb{Z} \) is a pair \( (H, F) \) consisting of a finite dimensional \( \mathbb{R} \)-vector space \( H \) and a decreasing filtration \( F \) on \( H \mathbb{C} := H \otimes_{\mathbb{R}} \mathbb{C} \) satisfying
\[
H \mathbb{C} \cong F^p H \mathbb{C} \oplus F^{n-p+1} H \mathbb{C}
\]
for all \( p \in \mathbb{Z} \), where \((\overline{\cdot})\) denotes complex conjugation.

Definition 2.2. A mixed \( \mathbb{R} \)-Hodge structure is a triple \( (H, W, F) \) consisting of a finite dimensional \( \mathbb{R} \)-vector space \( H \), an increasing filtration \( W \) on \( H \), and a decreasing filtration \( F \) on \( H \mathbb{C} \) such that for each \( n \in \mathbb{Z} \) the pair
\[
(\text{Gr}_n^W H, \text{Gr}_n^W F)
\]
is a pure \( \mathbb{R} \)-Hodge structure of weight \( n \).

Example 2.3. We define the Tate \( \mathbb{R} \)-Hodge structure \( \mathbb{R}(1) \) as follows. The underlying real vector space is \( \mathbb{R} \). Its weight filtration is given by
\[
0 = W_{-3} \subset W_{-2} = \mathbb{R} .
\]
Finally, the Hodge filtration is given by
\[
0 = F^0 \subset F^{-1} \cong \mathbb{C} .
\]
For every integer \( n \in \mathbb{Z} \) we set \( \mathbb{R}(n) := \mathbb{R}(1)^{\otimes n} \). Note that the \( \mathbb{R} \)-Hodge structure \( \mathbb{R}(n) \) is pure of weight \(-2n\). In order to be compatible with classical definitions, we identify the complexification \( \mathbb{R}(1)_\mathbb{C} \) with \( \mathbb{C} \) by \( x \otimes 1 \mapsto ix \). For example, this is used in order to derive (19) below.

A morphism of mixed \( \mathbb{R} \)-Hodge structures \( f: (H, W, F) \to (H', W', F') \) is an \( \mathbb{R} \)-linear map \( f: H \to H' \) compatible with the filtration \( W \) such that \( f \otimes \text{id}_\mathbb{C} : H \mathbb{C} \to H' \mathbb{C} \) is compatible with \( F \). We denote the category of mixed \( \mathbb{R} \)-Hodge structures by \( \text{MHS}_{\mathbb{R}} \).

By a filtered complex we mean a complex in the category of filtered abelian groups.

Definition 2.4. A mixed \( \mathbb{R} \)-Hodge complex is a triple \( (C, W, F) \) where \( (C, W) \) is an increasingly filtered, bounded complex of \( \mathbb{R} \)-vector spaces \( W \) is called the weight filtration), and \( F \) (the Hodge filtration) turns \( C \mathbb{C} := C \otimes_{\mathbb{R}} \mathbb{C} \) into a decreasingly filtered complex such that
(a) $H^k(C)$ is a finite dimensional $\mathbb{R}$-vector space for each $k \in \mathbb{Z}$,

(b) for every $n \in \mathbb{Z}$ the differential of the filtered complex

$$\left( \text{Gr}_n^{W C} C, \text{Gr}_n^{W C} F \right)$$

is strict, i.e. the corresponding spectral sequence degenerates at $E_1$,

(c) for every $k,n \in \mathbb{Z}$ the $\mathbb{R}$-vector space $H^k(\text{Gr}_n^{W C})$ equipped with the filtration on

$$H^k(\text{Gr}_n^{W C}) \otimes \mathbb{C} \cong H^k(\text{Gr}_n^{W C} C)$$

induced by $F$ is a pure $\mathbb{R}$-Hodge structure of weight $n$.

Morphisms of mixed $\mathbb{R}$-Hodge complexes are morphisms of complexes which are compatible with the filtrations. We denote the category of mixed $\mathbb{R}$-Hodge complexes by $\text{MHC}_{\mathbb{R}}$. The tensor product of complexes and filtrations induces a tensor structure on $\text{MHC}_{\mathbb{R}}$. If $M$ is a mixed Hodge complex, then we denote the underlying complex of real vector spaces by $M_{\mathbb{R}}$, the weight filtration by $W$, and the Hodge filtration by $F$.

Remark 2.5. This notion of a mixed Hodge complex differs from Deligne’s one [Del74, 8.1.5], who requires $H^k(\text{Gr}_n^{W C})$ to be pure of weight $k + n$. But our notion agrees with that of Beilinson [Bei86, 3.2]. Let $W$ be an increasing filtration on a complex $C$. The décalage of $W$ is the filtration $\hat{W}$ defined by

$$\hat{W}_k C^m := \{ x \in W_{k-n} C^k \mid dx \in W_{k-n-1} C^{m+1} \}.$$  (3)

A mixed $\mathbb{R}$-Hodge complex in the sense of Deligne gives one in our sense by replacing the weight filtration by its décalage.

We denote by $\text{Ch}^b(MHS_{\mathbb{R}})$ the category of bounded complexes of mixed $\mathbb{R}$-Hodge structures. We have a natural inclusion

$$\text{Ch}^b(MHS_{\mathbb{R}}) \hookrightarrow \text{MHC}_{\mathbb{R}}$$  (4)

as a full tensor subcategory. On the domain and target of the map $\text{Ch}^b(MHS_{\mathbb{R}})$ we have notions of quasi-isomorphisms. These are compatible with the map $\text{Ch}^b(MHS_{\mathbb{R}})$ and the respective tensor products. On each side, we denote the collection of quasi-isomorphisms by $W$. Then $\text{Ch}^b(MHS_{\mathbb{R}})$ induces a map between symmetric monoidal $\infty$-categories

$$\text{Ch}^b(MHS_{\mathbb{R}})[W^{-1}] \to \text{MHC}_{\mathbb{R}}[W^{-1}]$$  (5)

(see Appendix [A] for the notation $(-)[W^{-1}]$). The following result is standard, it is for example stated in [Dre13]. But for completeness we include the sketch of a proof.

Lemma 2.6. Both $\infty$-categories in $\text{Ch}^b(MHS_{\mathbb{R}})$ are stable and the functor is exact.

Proof. Let us give a proof for the second $\infty$-category; the first works similar (but easier), and the exactness of the functor is obvious from the description of (co)limits. We first consider $\text{MHC}_{\mathbb{R}}[H^{-1}]$ where $H$ is the class of chain-homotopy equivalences. Then it follows from [Lur14, Proposition 1.3.4.7.] (using the same argument as in [Lur14, Proposition 1.3.4.5.]) that $\text{MHC}_{\mathbb{R}}[H^{-1}]$ is equivalent to the $\infty$-category underlying the dg-category
MHC\textsubscript{R}. But this dg-category is easily seen to be stable, similar to the proof of [Lur14 Proposition 1.3.2.10].

Now, as a second step we use that MHC\textsubscript{R}[W\textsuperscript{−1}] \simeq (MHC\textsubscript{R}[H\textsuperscript{−1}])[W\textsuperscript{−1}]. Thus we only need to show that the localization of the stable ∞-category MHC\textsubscript{R}[H\textsuperscript{−1}] at the quasi-isomorphisms remains stable. But this localization is the same as the Verdier quotient (discussed in the ∞-categorical setting in [BGT13 Section 5.1]) at the full stable subcategory of quasi-acyclic complexes. To see this, note that a morphism is a quasi-isomorphism if and only if its cone is quasi-acyclic and use [BGT13 Proposition 5.4]. Thus, since the Verdier quotient is stable, this finishes the proof.

The homotopy category of the left-hand side of (5) is the bounded derived category \( D^b(\text{MHS}_\mathbb{R}) \) of mixed \( \mathbb{R} \)-Hodge structures, and it is a result of Beilinson’s [Bei86 Thm. 3.4] that the induced map

\[
D^b(\text{MHS}_\mathbb{R}) \xrightarrow{\sim} \text{Ho}(\text{MHC}_\mathbb{R}[W\textsuperscript{−1}])
\]

is an equivalence of categories. Since both sides are stable according to Lemma 2.6 this implies that \( \mathbb{R} \) is already an equivalence of symmetric monoidal stable ∞-categories (this has also been considered by Drew [Dre13]). Since MHC\textsubscript{R}[W\textsuperscript{−1}] is a stable ∞-category, the homotopy category \( \text{Ho}(\text{MHC}_\mathbb{R}[W\textsuperscript{−1}]) \) is canonically triangulated. In the following we provide an explicit model for the mapping spectra in MHC\textsubscript{R}[W\textsuperscript{−1}].

**Construction 2.7.** The tensor category MHC\textsubscript{R} is closed. Thus, for mixed Hodge complexes \( M, N \), there is an internal hom mixed \( \mathbb{R} \)-Hodge complex \( \text{hom}(M, N) \). It can be described explicitly as follows. The underlying complex of real vector spaces \( \text{hom}(M, N)_\mathbb{R} \) is the usual internal hom-complex \( \text{hom}(M, N) \) between complexes of real vector spaces. The weight filtration is given by \( f \in W^k \text{hom}(M, N)_\mathbb{R} \) iff \( f(W_l M) \subseteq W_{l+k} N \) for all \( l \in \mathbb{Z} \) and the Hodge filtration by \( f \in F^k \text{hom}(M, N)_\mathbb{C} \) iff \( f(F^l M) \subseteq F^{l+k} N \) for all \( l \in \mathbb{Z} \).

Here we use the canonical identification \( \text{hom}(M, N)_\mathbb{C} \cong \text{hom}(M, N) \).

We define a complex \( \Pi(M, N) \) as follows. We let \( \Omega(I) \) denote the commutative differential graded algebra (cdga) of smooth real valued forms on the unit interval \( I := [0, 1] \). For a pair of mixed \( \mathbb{R} \)-Hodge complexes \( M, N \in \text{MHC}_\mathbb{R} \) we define

\[
\Pi(M, N) := \{ \omega \in \Omega(I) \otimes_\mathbb{R} W^0 \text{hom}(M, N)_\mathbb{C} \mid \omega|_0 \in \text{hom}(M, N)_\mathbb{R}, \omega|_1 \in F^0 \text{hom}(M, N)_\mathbb{C} \}.
\]

Given a third mixed \( \mathbb{R} \)-Hodge complex \( P \), we define a composition

\[
\Pi(N, P) \otimes \Pi(M, N) \to \Pi(M, P)
\]

using the wedge-product on \( \Omega(I) \) and the composition of morphisms

\[
\text{hom}(N, P) \otimes \text{hom}(M, N) \to \text{hom}(M, P).
\]

It is not hard to check that this endows MHC\textsubscript{R} with a dg-structure. We denote the resulting dg-category by MHC\textsuperscript{\Pi}\textsubscript{R}. The bifunctor \( \Pi \) is compatible with the formation of tensor products of mixed Hodge complexes. In this way, MHC\textsuperscript{\Pi}\textsubscript{R} inherits the structure of a symmetric monoidal dg-category.
For any dg-category $C$, Lurie constructs in [Lur14, 1.3.1.6] an $\infty$-category $N_{dg}(C)$ called the dg-nerve of $C$. It is equivalent to the $\infty$-category obtained by first applying the Dold-Kan correspondence to the Hom-complexes in $C$ (truncated at 0) to obtain a simplicially enriched category and then the homotopy coherent nerve. One can describe the mapping spaces equivalently as the infinite loop spaces of the Eilenberg-MacLane spectra associated to the full mapping complexes.

**Lemma 2.8.** Let $f : M \to N$ be a quasi-isomorphism of mixed Hodge complexes. Then $f$ is sent to an equivalence in the dg-nerve $N_{dg}(\text{MHC}_{R}^{IT})$.

**Proof.** We have to show that $f$ is sent to an isomorphism in the homotopy category $\text{Ho}(N_{dg}(\text{MHC}_{R}^{IT}))$. By construction of the dg-nerve, its homotopy category is isomorphic to the homotopy category of the dg-category $\text{MHC}_{R}^{IT}$ [Lur14, Remark 1.3.1.11]. The morphisms from $M$ to $N$ in this category are given by $H^{0}(I\Gamma(M,N))$.

We first show that $f$ has a right inverse $g$ in $H^{0}(I\Gamma(N,M))$. Since $f$ is a quasi-isomorphism of mixed Hodge complexes, it is a bifiltered quasi-isomorphism with respect to the weight and Hodge filtrations. This implies that the induced map $f_{*} : I\Gamma(N,M) \to I\Gamma(N,N)$ is a quasi-isomorphism of chain complexes. Since both complexes are bounded complexes of real vector spaces, $f_{*}$ is actually a chain homotopy equivalence and thus admits a chain homotopy inverse $\phi$. Set $g := \phi(id_{N}) \in I\Gamma(N,M)$. This is a 0-cycle satisfying $[f \circ g] = [f_{*} \circ (id_{N})] = [id_{N}] \in H^{0}(I\Gamma(N,N))$, i.e. $g$ is the desired right inverse.

Dually, one shows that $f$ also has a left inverse in $H^{0}(I\Gamma(N,M))$. Together, this implies that the image of $f$ in $H^{0}(I\Gamma(M,N))$ is an isomorphism. \hfill $\square$

We refer to Appendix [A] for an explanation of the assertion that a morphism $C \to D$ between $\infty$-categories exhibits $D$ as a (Dwyer-Kan) localization $C[W^{-1}]$.

**Proposition 2.9.** The canonical functor $\text{MHC}_{R} \to N_{dg}(\text{MHC}_{R}^{IT})$ exhibits $N_{dg}(\text{MHC}_{R}^{IT})$ as the localization $\text{MHC}_{R}[W^{-1}]$. In particular, since $\text{MHC}_{R} \to N_{dg}(\text{MHC}_{R}^{IT})$ is symmetric monoidal, we get an equivalence of symmetric monoidal $\infty$-categories

$$\text{MHC}_{R}[W^{-1}] \xrightarrow{\sim} N_{dg}(\text{MHC}_{R}^{IT}).$$

Before proving this, we formulate a corollary. By $H$ we denote the Eilenberg-MacLane functor from chain complexes to spectra, and by $\text{map}(-,-)$ the mapping spectrum between objects of a stable $\infty$-category (see Appendix [B]). Proposition 2.9 implies in particular that $N_{dg}(\text{MHC}_{R}^{IT})$ is stable and the mapping spectrum map($M,N$) can be computed as $H(I\Gamma(M,N))$. According to Corollary [B.4] the functor map($C,-$) has a symmetric monoidal refinement for every cocommutative coalgebra object $C$.

**Corollary 2.10.** For every $C \in \text{CAlg}(\text{MHC}_{R}[W^{-1}]^{op})$ there is a natural equivalence of lax symmetric monoidal functors

$$H(I\Gamma(C,-)) \simeq \text{map}(C,-) : \text{MHC}_{R}[W^{-1}] \to \text{Sp}.$$ 

**Proof of Proposition 2.9.** By Lemma 2.8 the natural map of $\infty$-categories $\text{MHC}_{R} \to N_{dg}(\text{MHC}_{R}^{IT})$ factors through a map

$$\text{MHC}_{R}[W^{-1}] \to N_{dg}(\text{MHC}_{R}^{IT}).$$
It is essentially surjective. We follow Beilinson’s argument in [Bei86] in order to show that this map also induces equivalences of mapping spaces.

We denote the canonical functor $\text{MHC}_R \to \text{MHC}_R[W^{-1}]$ by $\iota$. Let $M$ and $N$ be mixed Hodge complexes. We have to show that the natural map

$$\text{Map}(\iota(M), \iota(N)) \to \Omega^\infty(H(I\Gamma(M, N)))$$

is an equivalence. Since $\text{MHC}_R[W^{-1}]$ is stable, we have an isomorphism

$$\pi_0(\text{Map}(\iota(M), \iota(N))) \cong \pi_0(\text{Map}(\iota(M), \iota(N[i]))) .$$

By direct inspection, we also have

$$\pi_i(\Omega^\infty(H(I\Gamma(M, N)))) \cong \pi_0(\Omega^\infty(H(I\Gamma(M, N[i]))) .$$

Hence it suffices to show that

$$\pi_0(\text{Map}(\iota(M), \iota(N))) \to \pi_0(\Omega^\infty(H(I\Gamma(M, N)))) \cong H^0(I\Gamma(M, N))$$

is an isomorphism. The group $\pi_0(\text{Map}(\iota(M), \iota(N)))$ is the group of morphisms from $\iota(M)$ to $\iota(N)$ in the homotopy category $\text{Ho}(\text{MHC}_R[W^{-1}])$. This homotopy category is equivalent to the 1-categorical localization of the 1-category of mixed $\mathbb{R}$-Hodge complexes $\text{MHC}_R$ by the class of quasi-isomorphisms, which we denote by $D(\text{MHC}_R)$. We now use the fact that morphisms in $D(\text{MHC}_R)$ can be computed by calculus of fractions. More precisely, we let $\text{MHK}_R$ denote the 1-category of mixed Hodge complexes where morphisms are chain homotopy classes of morphisms between mixed Hodge complexes. This is a triangulated category, and $H^* : \text{MHK}_R \to \text{MHS}_R$ is a cohomological functor. Therefore, the class of quasi-isomorphisms admits a calculus of fractions [Wei94, 10.4.1], and $D(\text{MHC}_R)$ is the corresponding Verdier localization of $\text{MHK}_R$.

In order to describe morphisms in $D(\text{MHC}_R)$ explicitly, we consider the map

$$\xi_{M,N} : W_0\hom(M, N)_R \oplus W_0 \cap F^0\hom(M, N)_C \to W_0\hom(M, N)_C$$

in $\text{Ch}(\text{Ab})$ which is the difference of the two obvious inclusions, and we set

$$\text{Hom}(M, N) := \ker(\xi_{M,N}) \in \text{Ch}(\text{Ab}) .$$

Essentially by definition we then have

$$\text{Hom}_{\text{MHK}_R}(M, N) \cong H^0(\text{Hom}(M, N)) .$$

Let $I_N$ the subcategory of $\text{MHK}_R \setminus N$ consisting of quasi-isomorphisms $N \xrightarrow{\sim} N'$. Calculus of fractions yields

$$\pi_0(\text{Map}(\iota(M), \iota(N))) \cong \text{Hom}_{D(\text{MHC}_R)}(M, N) \cong \text{colim}_{I_N} \text{Hom}_{\text{MHK}_R}(M, N') .$$

We now compute the colimit on the right-hand side. We set

$$\Gamma(M, N) := \text{Cone}(\xi_{M,N})[-1] \in \text{Ch}^b(\text{Ab}) .$$

Since quasi-isomorphisms of mixed Hodge complexes are automatically bifiltered quasi-isomorphisms, the functor $\Gamma(M, -)$ sends quasi-isomorphisms in $\text{MHC}_R$ to quasi-isomorphisms in $\text{Ch}^b(\text{Ab})$. 
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Lemma 2.11. There exists an exact triangle in the derived category of abelian groups:

\[ \ker(\xi_{M,N}) \to \Gamma(M,N) \to \coker(\xi_{M,N})[-1] \to \ker(\xi_{M,N})[1]. \]

Proof. More generally, if \( \xi : A \to B \) is a map of complexes of abelian groups, we have an exact triangle

\[ \ker(\xi) \xrightarrow{i} \Cone(A \xrightarrow{\xi} B)[-1] \to \Cone(i) \to \ker(\xi)[1]. \]

On the other hand, from the short exact sequence

\[ 0 \to \ker(\xi) \xrightarrow{i} \Cone(A \xrightarrow{\xi} B)[-1] \to \Cone(A/\ker(\xi) \xrightarrow{\xi} B)[-1] \to 0 \]

we get quasi-isomorphisms

\[ \Cone(i) \xrightarrow{\sim} \Cone(A/\ker(\xi) \xrightarrow{\xi} B)[-1] \]

and, since \( A/\ker(\xi) \xrightarrow{\xi} B \) is injective,

\[ \Cone(A/\ker(\xi) \xrightarrow{\xi} B)[-1] \xrightarrow{\sim} \coker(\xi)[-1]. \]

Lemma 2.12. For any \( i \) we have

\[ \colim_{I^N} H^i(\coker(\xi_{M,N}')) = 0. \]

Proof. We consider a class \([\alpha] \in H^i(\coker(\xi_{M,N}'))\). First we choose a representative

\[ u = (u_j)_{j \in \mathbb{Z}} \in \mathcal{W}_0^i(M,N')_C = \prod_{j \in \mathbb{Z}} \mathcal{W}_0 \Hom(M^j, N'^{i+j}). \]

We now define a mixed \( \mathbb{R} \)-Hodge complex \( N'' \) as follows. The underlying complex of real vector spaces is

\[ N''_\mathbb{R} := \Cone(M_\mathbb{R}[-i - 1] \xrightarrow{0 \oplus \id} N'_\mathbb{R} \oplus M_\mathbb{R}[-i - 1]), \]

the weight filtration is defined component-wise, and the Hodge filtration is given as follows. We define

\[ \mathcal{F}^k N''^{i+j} \subseteq N''^{i+j} = M^j \oplus N'^{i+j} \oplus M^{-j-1} \]

to be the subspace generated by

\[ (0, x, 0), \quad x \in \mathcal{F}^k N'^{i+j}; \]
\[ (y, u_j(y), 0), \quad y \in \mathcal{F}^k M^j; \]
\[ (dz, -du_{j-1}(z), z), \quad z \in \mathcal{F}^k M^{j+1}. \]

We now show that \( N'' \) is a mixed \( \mathbb{R} \)-Hodge complex, and that the natural inclusion \( \phi : N' \to N'' \) is an equivalence. Both claims will follow from the fact that \( \phi \) is a bifiltered quasi-isomorphism. This, in turn, follows from the observation that for every pair of integers \( k, l \) we have an induced exact sequence

\[ 0 \to \mathcal{W}_l \cap \mathcal{F}^k N' \to \mathcal{W}_l \cap \mathcal{F}^k N'' \to \Cone \left( \mathcal{W}_l \cap \mathcal{F}^k M \xrightarrow{\id} \mathcal{W}_l \cap \mathcal{F}^k M \right)[-i - 1] \to 0. \]
By definition of the Hodge filtration on $N''$, the map $(\text{id}, u_j, 0): M^j \to N''^{i+j}$ respects the Hodge filtration. Hence

$$v := - ((\text{id}, 0, 0) \oplus (\text{id}, u_j, 0))_j \in W_0\text{hom}^i(M, N''_R) \oplus W_0 \cap F^0\text{hom}^i(M, N'')$$

satisfies $\xi_{M,N''}(v) = \phi \circ u$. Therefore $\phi([\alpha]) = 0$.

Putting together (10) and Lemmas 2.11 and 2.12 we get natural isomorphisms

$$\pi_0(\text{Map}(\iota(M), \iota(N))) \simeq \text{Hom}^0_\Gamma(M, N''_R) \oplus W_0 \cap F^0_0(\text{Hom}^i(M, N')) \simeq H^0(\Gamma(M, N)).$$

(11)

Hence, to finish the proof of Proposition 2.9, it suffices to establish the following lemma.

**Lemma 2.13.** Given mixed Hodge complexes $M, N$, there is a natural quasi-isomorphism $I\Gamma(M, N) \simeq \Gamma(M, N)$ which is compatible with the obvious inclusion of $\text{Hom}(M, N)$ (see (9)) on both sides.

**Proof.** We define $q: I\Gamma(M, N) \to \Gamma(M, N)$ by the formula

$$q(\omega) := \left(\omega|_0 \oplus \omega|_1, - \int_0^1 \omega\right).$$

One sees using (6) that this indeed defines an element in $\Gamma(M, N) = \text{Cone}(\xi_{M,N})$ (see (8)). The proof that this is a quasi-isomorphism is standard (see [BT15a, 2.6]).

**Example 2.14.** In this example we calculate for all $p, q \in \mathbb{Z}$ the homotopy groups of the spectrum $\text{map}(\iota(\mathbb{R}(p)), \iota(\mathbb{R}(q)))$. We first of all observe that

$$\text{map}(\iota(\mathbb{R}(p)), \iota(\mathbb{R}(q))) \simeq \text{map}(1, \iota(\mathbb{R}(q-p))).$$

It therefore suffices to calculate $\text{map}(1, \iota(\mathbb{R}(p)))$ for all $p \in \mathbb{Z}$. We now use that by Corollary 2.10 this mapping spectrum is given by

$$\text{map}(1, \iota(\mathbb{R}(p))) \simeq H(I\Gamma(1, \mathbb{R}(p))).$$

Using the explicit formula (6) for $I\Gamma$ and the definition of $\mathbb{R}(p)$ from Example 2.3 we get

$$I\Gamma(1, \mathbb{R}(p)) = \{\omega \in \Omega(I) \otimes_{\mathbb{R}} W_{2p}\mathbb{C} \mid \omega|_0 \in i^p\mathbb{R}, \omega|_1 \in F^p\}.$$ 

Here the weight filtration of $\mathbb{C}$ is given by $W_{-1}\mathbb{C} = 0$ and $W_0\mathbb{C} = \mathbb{C}$, and the Hodge filtration is $F^0\mathbb{C} = \mathbb{C}$ and $F^1\mathbb{C} = 0$. We conclude:

$$\pi_k(\text{map}(1, \iota(\mathbb{R}(p)))) = \begin{cases} 0 & \text{if } p < 0, \\ 0 & \text{if } p = 0, k \neq 0, \\ \mathbb{R} & \text{if } p = 0, k = 0, \\ 0 & \text{if } p > 0, k \neq -1, \\ i^p\mathbb{R} & \text{if } p > 0, k = -1. \end{cases}$$

Observe that by this calculation the mapping spaces $\text{Map}(\iota(\mathbb{R}(p)), \iota(\mathbb{R}(q)))$ are discrete.
3 The complex IDR and absolute Hodge cohomology

The goal of this section is to construct a functor IDR from smooth algebraic varieties over $\mathbb{C}$ to differential graded algebras whose cohomology groups compute absolute Hodge cohomology.

Let $\text{Ind}(\text{MHC}_{\mathbb{R}})$ denote the Ind-completion of $\text{MHC}_{\mathbb{R}}$ as discussed in the appendix after Definition A.2. We consider the symmetric algebra

$$T := \text{Symm}(\mathbb{R}(1)[2]) \in \text{CAlg}(\text{Ind}(\text{MHC}_{\mathbb{R}}))$$

on the Tate $\mathbb{R}$-Hodge structure of weight $-2$ (see Example 2.3) considered as a mixed $\mathbb{R}$-Hodge complex concentrated in cohomological degree $-2$. The underlying mixed $\mathbb{R}$-Hodge complex of $T$ is

$$T \cong \bigoplus_{p \geq 0} \mathbb{R}(p)[2p] \in \text{Ind}(\text{MHC}_{\mathbb{R}}). \quad (12)$$

The appearance of this infinite coproduct forces us to work in the Ind-completion. We consider objects of $\text{MHC}_{\mathbb{R}}$ like $\mathbb{R}(p)[2p]$ as objects of the Ind-completion without further notice. We furthermore set

$$T := \iota(T) \in \text{CAlg}(\text{Ind}(\text{MHC}_{\mathbb{R}}[W^{-1}])). \quad (13)$$

To make sense of the last definition, we have implicitly used that there is a canonical morphism $\text{Ind}(\text{MHC}_{\mathbb{R}}) \to \text{Ind}(\text{MHC}_{\mathbb{R}}[W^{-1}])$ which is symmetric monoidal. See Appendix A for details. For every commutative algebra $D \in \text{CAlg}(\text{MHC}_{\mathbb{R}})$ we can define the commutative ring spectrum

$$\text{map}(1, T \otimes \iota(D)) \in \text{CAlg}(\text{Sp})$$

(see Corollary B.4). On the other hand, the lax symmetric monoidal functor

$$I\Gamma(\mathbb{R}(0), -): \text{MHC}_{\mathbb{R}} \to \text{Ch}$$

extends to a lax symmetric monoidal functor $\text{Ind}(\text{MHC}_{\mathbb{R}}) \to \text{Ch}$ and hence we can define the cdga

$$\mathcal{E}(T \otimes D) := I\Gamma(\mathbb{R}(0), T \otimes D) \in \text{CAlg}(\text{Ch}).$$

Since $H$ commutes with filtered colimits, Corollary 2.10 implies that we have a natural equivalence

$$H(\mathcal{E}(T \otimes D)) \simeq \text{map}(1, T \otimes \iota(D)). \quad (14)$$

Using (12) we have an isomorphism of chain complexes

$$\mathcal{E}(T \otimes D) \cong \bigoplus_{p \geq 0} \mathcal{E}(D(p)[2p]). \quad (15)$$

where here and in the following we use the abbreviation

$$D(p)[2p] := D \otimes \mathbb{R}(p)[2p]. \quad (16)$$

We now recall the definition of absolute Hodge cohomology, which was introduced by Beilinson [Bei86]. We let $\text{Sm}_{\mathbb{C}}$ be the category of smooth algebraic varieties over $\mathbb{C}$. To any $X$ in $\text{Sm}_{\mathbb{C}}$ one can associate a mixed Hodge complex

$$A_{\log}(X) = (A_{\log}(X)_{\mathbb{R}}, \mathcal{W}, \mathcal{F})$$
(see [BW98 (1.1)] where this complex is denoted by $E_{\log}^*(X)$ and the weight filtration by $\hat{W}$). This is the décalage of the weight filtration introduced by Deligne.). Its underlying complex $A_{\log}(X)_C$ is a subcomplex of the complex of smooth $C$-valued differential forms on the complex manifold $X(\mathbb{C})$. A form $\omega$ belongs to this subcomplex if it extends to a smooth form with logarithmic singularities on some smooth compactification $\overline{X}$ of $X$ such that $\overline{X} - X$ is a divisor with normal crossings. Note that the choice of compactification may depend on $\omega$. The cohomology groups of $A_{\log}(X)_C$ are the Betti cohomology groups $H^\ast(X(\mathbb{C}), \mathbb{R})$ together with the mixed Hodge structure introduced by Deligne [Del71]. The wedge product of forms turns $A_{\log}(X)_C$ into an object of $\text{CAlg}(\text{MHC}_R)$. The definition of $A_{\log}(X)_C$ can be obtained by specializing the more general definition of $A_{\log}(M \times X)$ given in Remark 3.2 below to the case where $M = \ast$.

The absolute Hodge cohomology spectrum of $X$ is defined in terms of a mapping spectrum of the stable $\infty$-category $\text{Ind}(\text{MHC}_R[\hat{W}^{-1}])$ as

$$\text{map}(1, T \otimes \iota(A_{\log}(X))) \in \text{CAlg}(\text{Sp}) .$$

By (14) we have an equivalence of commutative ring spectra

$$H(\mathcal{E}(T \otimes A_{\log}(X))) \simeq \text{map}(1, T \otimes \iota(A_{\log}(X))) .$$

The decomposition (15) gives a decomposition of chain complexes

$$\mathcal{E}(T \otimes A_{\log}(X)) \cong \bigoplus_{p \geq 0} \mathcal{E}(A_{\log}(X)(p)[2p]) .$$

The absolute Hodge cohomology groups are now given by

$$H^{2p+\ast}_{\text{abs. Hodge}}(X, \mathbb{R}(p)) := H^\ast(\mathcal{E}(A_{\log}(X)(p)[2p]))$$

so that we have

$$\pi_\ast(\text{map}(1, T \otimes \iota(A_{\log}(X)))) = \bigoplus_{p \in \mathbb{N}} H^{2p-\ast}_{\text{abs. Hodge}}(X, \mathbb{R}(p)) .$$

(17)

**Remark 3.1.** It is our philosophy that algebraic $K$-theory classes on a smooth variety $X$ are realized in terms of vector bundles parametrized by auxiliary smooth manifolds, and that regulator classes are represented by characteristic forms associated to geometric structures on these bundles, see e.g. [BT15b]. In general, the complex $\mathcal{E}(T \otimes A_{\log}(X))$ is too small to contain these characteristic forms. The natural home of these characteristic forms is the differential graded algebra $\text{IDR}(X)$ which we now introduce.

**Remark 3.2.** We first recall the extension of $A_{\log}$ to a presheaf on $\text{Mf} \times \text{Sm}_\mathbb{C}$ where $\text{Mf}$ denotes the category of smooth manifolds. Let $M$ be a manifold and $X$ a smooth variety over $\mathbb{C}$. For a fixed smooth compactification $X \hookrightarrow \overline{X}$ such that $D := \overline{X} - X$ is a divisor with normal crossings, called good compactification in the following, we define

$$A_{M \times X, \mathbb{R}}(M \times X, \log D) \subseteq A(M \times X)_\mathbb{R}$$

to be the subcomplex locally generated as an algebra over $A(M \times \overline{X})_\mathbb{R}$ by $1$ and

$$\log(z_i \bar{z}_i), \, \text{Re} \frac{dz_i}{z_i}, \, \text{Im} \frac{dz_i}{z_i}$$

(18)
where the $z_i, i \in I$, are local coordinates on $X$ defining $D$ locally by the equation $\prod_{i \in I} z_i = 0$. The naive weight filtration $\mathcal{W}'$ is the multiplicative increasing filtration by $A(M \times X)_{\mathbb{R}}$-modules obtained by assigning weight 0 to the section 1 and weight 1 to the sections listed in (18). We define a decreasing filtration $\mathcal{L}$ of $A_{M \times X, \mathbb{R}}(M \times X, \log D)$ such that $\mathcal{L}^p A_{M \times X, \mathbb{R}}(M \times X, \log D)$ is the subcomplex of differential forms that are given locally by

$$\sum_{I,J,K,|I| \geq p} \omega_{I,J,K} dx^I \wedge Re d z^J \wedge Im d z^K,$$

where the $x_i$ are local coordinates for $M$, the $z_j$ local coordinates for $X$, and $\omega_{I,J,K}$ local smooth functions on $M \times X$. We define $\mathcal{W}''$ as the diagonal filtration of $\mathcal{W}'$ and $\mathcal{L}$:

$$W''_{k}A_{M \times X, \mathbb{R}}(M \times X, \log D) := \bigcup_{p} W'_{k+p} \cap \mathcal{L}^p A_{M \times X, \mathbb{R}}(M \times X, \log D).$$

Finally, we define the weight filtration $\mathcal{W} := \mathcal{W}''$ as the décalage of the filtration $\mathcal{W}''$ (see (3)).

We further define the complex dg-algebra

$$A_{M \times X}(M \times X, \log D) := A_{M \times X, \mathbb{R}}(M \times X, \log D) \otimes_{\mathbb{R}} \mathbb{C}$$

with the induced weight filtration. This complex carries the decreasing Hodge filtration $\mathcal{F}$ such that the elements of $\mathcal{F}^p A_{M \times X}(M \times X, \log D)$ are locally of the form

$$\sum_{I,J,K,|I| \geq p} \omega_{I,J,K} dx^I \wedge dz^J \wedge d\bar{z}^K,$$

where the $x_i$ and $z_j$ are local coordinates of $M$ and $X$, respectively.

Eventually, we define the cdga

$$A_{\log}(M \times X) := \colim_{X \hookrightarrow \overline{X}} A_{M \times \overline{X}}(M \times X, \log(\overline{X} - X))$$

with its induced real subalgebra, weight and Hodge filtration, where the colimit runs over all good compactifications of $X$.

**Definition 3.3.** For $X \in \text{Sm}_{\mathbb{C}}$ and an integer $p$ we define the complex $\text{IDR}(p)(X)$ as follows:

$$\text{IDR}(p)(X) := \{ \omega \in W_{2p} A_{\log}(I \times X)[2p] \mid \omega_{|0} \in (2\pi i)^p A_{\log}(X)_{\mathbb{R}}, \omega_{|1} \in \mathcal{F}^p A_{\log}(X)_{\mathbb{C}} \}$$

We define

$$\text{IDR}(X) := \prod_{p \geq 0} \text{IDR}(p)(X).$$

The wedge product induces maps

$$\text{IDR}(p)(X) \otimes \text{IDR}(q)(X) \to \text{IDR}(p + q)(X)$$

which turn $\text{IDR}(X)$ into a differential graded algebra.
For negative $p$, the complex $\text{IDR}(p)(X)$ vanishes (since there are no forms of negative weight). In the following statement the term ‘natural’ means natural in $X$.

**Proposition 3.4.** We have a natural quasi-isomorphism of commutative differential graded algebras

$$E(T \otimes A_{\log}(X)) \xrightarrow{\sim} \text{IDR}(X).$$

Consequently, we have a natural equivalence of commutative ring spectra

$$\text{map}(1, T \otimes e(A_{\log}(X))) \simeq H(\text{IDR}(X)).$$

**Proof.** Note that using the Tate twist (16) we can write

$$\text{IDR}(p)(X) \cong \{ \omega \in W_0 A_{\log}(I \times X)(p)[2p] \mid \omega|_0 \in A_{\log}(X)(p)_R, \omega|_1 \in F^0 A_{\log}(X)(p)_C \}. \quad (19)$$

In view of (6) the difference between $E(A_{\log}(X)(p)[2p])$ and $\text{IDR}(p)(X)$ is that in the former we use the algebraic tensor product $\Omega(I) \otimes A_{\log}(X)$, while the latter is based on the larger space of forms $A_{\log}(I \times X)$ on $I \times X$. The natural inclusion

$$E(A_{\log}(X)(p)[2p]) \to \text{IDR}(p)(X)$$

is a quasi-isomorphism since both complexes are naturally quasi-isomorphic to

$$\text{Cone} \left( (W_0 A_{\log}(I \times X)(p)_R \oplus W_0 \cap F^0 A_{\log}(X)(p)) \to W_0 A_{\log}(X) \right)[2p-1]$$

(the proof of Lemma 2.13 applies to $E(A_{\log}(X)(p)[2p])$ and $\text{IDR}(p)(X)$ as well). If we sum up these equivalence over all $p \geq 0$, then we get an induced quasi-isomorphism

$$E(T \otimes A_{\log}(X)) \to \text{IDR}(X)$$

of commutative differential graded algebras. \hfill \Box

### 4 The category of motivic spectra

In this section, we recall the definition of the symmetric monoidal $\infty$-category of motivic spectra $\text{Sp}^{\text{mot}}$ following Robalo [Rob12]. We shall only need the universal property of this category which we state below as Proposition 4.2. The reader who does not want to get involved into the exact construction of this category can take this statement as a definition of the category of motivic spectra.

Let $Y : \text{Sm}_C \to \text{Fun}(\text{Sm}_C^{\text{op}}, \text{sSet}[W^{-1}])$ be the Yoneda embedding (composed with the identification of sets with constant simplicial sets which is not noted explicitly). It is symmetric monoidal with respect to the cartesian symmetric monoidal structures. We denote by

$$\text{Fun}^{\text{Nis}}(\text{Sm}_C^{\text{op}}, \text{sSet}[W^{-1}]) \subset \text{Fun}(\text{Sm}_C^{\text{op}}, \text{sSet}[W^{-1}])$$

the full subcategory of sheaves for the Nisnevich topology. This inclusion fits into an adjunction

$$L^{\text{Nis}} : \text{Fun}(\text{Sm}_C^{\text{op}}, \text{sSet}[W^{-1}]) \rightleftarrows \text{Fun}^{\text{Nis}}(\text{Sm}_C^{\text{op}}, \text{sSet}[W^{-1}]) : \text{inclusion},$$
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where the sheafification functor \( L^{\text{Nis}} \) is symmetric monoidal with respect to the cartesian structures. We denote by 

\[ \operatorname{Spc}^{\text{mot}} := \text{Fun}^{Nis, A^1}(\text{Sm}^\text{op}_C, s\text{Set}[W^{-1}]) \]

the full subcategory of \( A^1 \)-invariant objects, i.e. objects \( E \) for which the natural morphism \( E(A^1 \times X) \to E(X) \) is an equivalence for all \( X \in \text{Sm}_C \), and call it the \( \infty \)-category of motivic spaces. Again, this inclusion fits into an adjunction

\[ L^{A^1} : \text{Fun}^{Nis}(\text{Sm}^\text{op}_C, s\text{Set}[W^{-1}]) \rightleftarrows \operatorname{Spc}^{\text{mot}} : \text{inclusion} , \]

where again the functor \( L^{A^1} \) is symmetric monoidal. We denote by \( \operatorname{Spc}^{\text{mot}}_* \) the \( \infty \)-category of pointed objects in \( \operatorname{Spc}^{\text{mot}} \), and by

\[ (-)_+ : \operatorname{Spc}^{\text{mot}} \to \operatorname{Spc}^{\text{mot}}_* \]

the functor that adds a disjoint base point. The cartesian symmetric monoidal structure on \( \operatorname{Spc}^{\text{mot}} \) induces a symmetric monoidal structure \( \wedge \), called smash product, on \( \operatorname{Spc}^{\text{mot}}_* \) such that \( (-)_+ \) is monoidal.

**Definition 4.1.** (See [Rob12, 5.10]) The symmetric monoidal \( \infty \)-category of motivic spectra \( \text{Sp}^{P^1} \) is obtained from \( \operatorname{Spc}^{\text{mot}}_* \) by inverting the pointed projective line \( (\mathbb{P}^1_C, \infty) \) with respect to the smash product as explained in Appendix C.

Note that since \( (\mathbb{P}^1_C, \infty) \) is cyclically invariant (see Definition C.1 and Example C.7 for this notion and [Jar00, Lemma 3.13] for a proof of this assertion), this in particular means that the underlying \( \infty \)-category of \( \text{Sp}^{P^1} \) is the colimit in presentable \( \infty \)-categories

\[ \text{Sp}^{P^1} := \colim(\operatorname{Spc}^{\text{mot}}_* \wedge (\mathbb{P}^1_C, \infty) \to \operatorname{Spc}^{\text{mot}}_* \wedge (\mathbb{P}^1_C, \infty) \to \operatorname{Spc}^{\text{mot}}_* \wedge (\mathbb{P}^1_C, \infty) \to \ldots ) . \]

By construction, \( \text{Sp}^{P^1} \) is a stable presentable symmetric monoidal \( \infty \)-category. According to Robalo [Rob12] before Cor. 5.11 its associated homotopy category is the stable motivic homotopy category \( \text{SH}_C \) constructed by Morel and Voevodsky. The symmetric monoidal \( \infty \)-category \( \text{Sp}^{P^1} \) is characterized by a universal property. In order to state this property in Proposition 4.2, let \( \text{Fun}^{L\otimes} \) denote the category of symmetric monoidal functors that preserve colimits (equivalently, that are left adjoints). Let \( \text{Sm}^{C,*}_C \) denote the category of pointed smooth schemes over \( \text{Spec}(\mathbb{C}) \).

**Proposition 4.2** ([Rob12, Cor. 5.11]). The category of motivic spectra \( \text{Sp}^{P^1} \) is a presentably symmetric monoidal \( \infty \)-category (see [f] on page 30 for this notion) together with a symmetric monoidal functor \( \Sigma^\infty : \text{Sm}^{C,*}_C \to \text{Sp}^{P^1} \) which satisfies the following universal property: for every other presentably symmetric monoidal \( \infty \)-category \( C \) which is pointed, the induced functor

\[ \text{Fun}^{L\otimes}(\text{Sp}^{P^1}, C) \to \text{Fun}^{\otimes,*}(\text{Sm}^{C,*}_C, C) \]

is fully faithful and the essential image consists of functors \( F : \text{Sm}^{C,*}_C \to C \) that are \( A^1 \)-invariant, satisfy Nisnevich codescent, and send \( (\mathbb{P}^1_C, \infty) \) to a tensor invertible object in \( C \).
5 The motivic $K$-theory spectrum

We now introduce the motivic spectrum representing algebraic $K$-theory. We will define the motivic algebraic $K$-theory spectrum using the motivic Snaith theorem due to Gepner-Snaith \[\text{GS09}\] and Spitzweck-Østvær \[\text{SØ09}\].

For each integer $n$ we consider the scheme $P^n := \mathbb{P}^n_{\mathbb{C}}$ in $\text{Sm}_C$. Abusing notation, we denote its image $L_{A^1} \circ L_{\text{Nis}} \circ Y(P^n)$ in $\text{Spc}_\text{mot}$ by the same symbol. We write $P^\infty := \text{colim}_n P^n$.

We denote by $G_m := G_m, \mathbb{C}$ the multiplicative group scheme in $\text{Sm}_C$. Since $G_m$ is commutative, we can view the classifying space $B G_m$ as an object in $\text{Fun}(\text{Sm}^{op}_C, \text{CGrp}(\text{sSet}[W^{-1}]))$.

Again, we denote its image in $\text{Spc}_\text{mot}$ by the same symbol. The following result is well-known.

**Lemma 5.1.** In $\text{Spc}_\text{mot}$ we have a natural equivalence

$$B G_m \simeq P^\infty.$$

In particular, $P^\infty$ can naturally be refined to an object in $\text{CGrp}(\text{Spc}_\text{mot})$.

**Proof.** A local section cover of $X \in \text{Sm}_C$ is by definition a surjective family of smooth morphisms $\{X_i \to X\}_{i \in I}$ which can be refined by some Nisnevich covering of $X$. Local section covers form a pretopology which generates the Nisnevich topology. Given a local section cover of $X$, the natural map from the Čech nerve of the cover to $X$ is an equivalence in $\text{Spc}_\text{mot}$.

In $\text{Sm}_C$ we have isomorphisms

$$\begin{align*}
P^{n-1} &\simeq \text{colim} (\cdots (A^n \setminus 0) \times_{A_{n-1}} (A^n \setminus 0) \Rightarrow (A^n \setminus 0)) \\
&\simeq \text{colim} (\cdots (A^n \setminus 0) \times G_m \Rightarrow (A^n \setminus 0)) \\
&\simeq (A^n \setminus 0)/G_m. \quad (20)
\end{align*}$$

Since the Nisnevich topology is subcanonical, and since the inclusion of sets in simplicial sets as constant simplicial sets is a right adjoint, the Yoneda embedding gives an embedding

$$\text{Sm}_C \to \text{Fun}^{\text{Nis}}(\text{Sm}^{op}_C, \text{sSet}[W^{-1}]).$$

Since for any integer $n$, the projection $A^n \setminus 0 \to \mathbb{P}^{n-1}$ is a local section cover, the colimit in $\text{Sm}_C$ is preserved under this embedding. Since $L_{A^1}$ preserves colimits, we deduce that $\text{colim}$ in $\text{Spc}_\text{mot}$ also holds in $\text{Spc}_\text{mot}$. Taking the colimit as $n$ goes to $\infty$, we deduce that

$$P^\infty \simeq \text{colim} (\cdots (A^\infty \setminus 0) \times G_m \Rightarrow (A^\infty \setminus 0)) \simeq (A^\infty \setminus 0)/G_m$$

in $\text{Spc}_\text{mot}$. Now the usual arguments show that $A^\infty \setminus 0$ is $A^1$-contractible. It follows that $(A^\infty \setminus 0)/G_m \simeq */G_m \simeq B G_m$ as desired. \qed

We denote the composition of functors

$$\text{Spc}_\text{mot} \xrightarrow{(-)+} \text{Spc}_\text{mot} \xrightarrow{\Sigma^\infty} \text{Sp}_{\mathbb{P}^1}$$

by $\Sigma^\infty$. Using the refinement of $P^\infty$ to a commutative monoid we can view $\Sigma^\infty P^\infty$ as an object in $\text{CAlg}(\text{Sp}_{\mathbb{P}^1})$. We have two morphisms

$$\xi, 1: \Sigma^\infty_{+}\mathbb{P}^1 \to \Sigma^\infty_{+}P^\infty.$$
The one denoted by $\xi$ is induced by the inclusion $\mathbb{P}^1 \to \mathbb{P}^\infty$. The other one, denoted by 1, is induced by the constant map $\mathbb{P}^1 \to \mathbb{P}^\infty$ with value $\infty$. Since $\text{Sp}^{p_1}$ is stable, we can consider the difference morphism

$$1 - \xi : \Sigma^\infty_+ \mathbb{P}^1 \to \Sigma^\infty_+ \mathbb{P}^\infty \tag{21}$$

in $\text{Sp}^{p_1}$. The pointed object $(\mathbb{P}^1, \infty) \in \text{Spc}_*^{mot}$ is the push-out

$$\begin{array}{ccc}
\infty_+ & \longrightarrow & \mathbb{P}^1_+ \\
\downarrow & & \downarrow \\
* & \longrightarrow & (\mathbb{P}^1, \infty).
\end{array}$$

In other words, $\Sigma^\infty(\mathbb{P}^1, \infty)$ is the cofibre of the map $\Sigma^\infty_+ \mathbb{P}^1 \to \Sigma^\infty_+ \mathbb{P}^\infty$. It follows that $1 - \xi$ factors essentially uniquely through a map $\beta : \Sigma^\infty(\mathbb{P}^1, \infty) \to \Sigma^\infty_+ \mathbb{P}^\infty$.

We then consider the localization $\Sigma^\infty_+ \mathbb{P}^\infty[\beta^{-1}]$ in the category of motivic spectra as explained in Appendix C. In particular, this is an object of $\text{CAlg}(\text{Mod}(\Sigma^\infty_+ \mathbb{P}^\infty))$ whose underlying motivic spectrum is given by the colimit

$$\Sigma^\infty_+ \mathbb{P}^\infty[\beta^{-1}] \cong \text{colim} \left( \Sigma^\infty_+ \mathbb{P}^\infty \xrightarrow{\mu_\beta} \Sigma^\infty(\mathbb{P}^1, \infty)^{-1} \wedge \Sigma^\infty_+ \mathbb{P}^\infty \xrightarrow{\text{id} \wedge \mu_\beta} \cdots \right).$$

Here

$$\mu_\beta : \Sigma^\infty_+ \mathbb{P}^\infty \to \Sigma^\infty(\mathbb{P}^1, \infty)^{-1} \wedge \Sigma^\infty_+ \mathbb{P}^\infty \tag{22}$$

is the adjoint of the composition

$$\Sigma^\infty(\mathbb{P}^1, \infty) \wedge \Sigma^\infty_+ \mathbb{P}^\infty \xrightarrow{\beta \wedge \text{id}} \Sigma^\infty_+ \mathbb{P}^\infty \wedge \Sigma^\infty_+ \mathbb{P}^\infty \xrightarrow{\text{mult}} \Sigma^\infty_+ \mathbb{P}^\infty \tag{23}.$$

We now use the lax symmetric monoidal forgetful functor

$$\mathcal{F} : \text{Mod}(\Sigma^\infty_+ \mathbb{P}^\infty) \to \text{Sp}^{p_1} \tag{24}$$

in order to define the motivic $K$-theory spectrum

$$\mathbf{K} := \mathcal{F}(\Sigma^\infty_+ \mathbb{P}^\infty[\beta^{-1}]) \in \text{CAlg}(\text{Sp}^{p_1}).$$

Note that the morphism $\mu_\beta$ induces a morphism

$$\nu_\beta : \Sigma^\infty(\mathbb{P}^1, \infty) \wedge \mathbf{K} \to \mathbf{K} \tag{25}$$

in $\text{Sp}^{p_1}$.

We have the motivic Snaith theorem ([GS09, Theorem 4.17] or [SØ09, Theorem 1.1] together with [MV99, Theorem 4.3.13]):

**Theorem 5.2.** For any $X \in \text{Sm}_C$ and any $i \in \mathbb{Z}$ we have an isomorphism

$$\pi_i \left( \text{map}(\Sigma^\infty_+ X, \mathbf{K}) \right) \cong K_i(X)$$

where $K_i(X)$ denotes higher algebraic $K$-theory as defined by Quillen or Thomason-Trobaugh.
We denote the category of spectra by $\text{Sp}$. The results of Appendix B and the fact that $K$ is a commutative algebra object imply that we get a functor
\[
\text{Sm}_C^{op} \to \text{CAlg}(\text{Sp}), \quad X \mapsto \text{map}(\Sigma^\infty_+ X, K),
\]
where we make use of the fact that every object of $\text{Sm}_C$ is a cocommutative coalgebra. We want to compare this functor with the presheaf of $K$-theory spectra $X \mapsto K(X)$ that is constructed directly from the category of vector bundles over $X$ with its tensor product via ring completion. The construction of this functor is for example done in [BT15a] and recalled in the proof below.

**Theorem 5.3.** For any $X \in \text{Sm}_C$ we have an equivalence
\[
\text{map}(\Sigma^\infty_+ X, K) \simeq K(X)
\]
in $\text{CAlg}(\text{Sp})$ that is natural in $X$.

**Proof.** Step 1:

We abbreviate $\text{Sp}_{S^1}^{mot} := \text{Fun}^{Nis, A^1}(\text{Sm}_C^{op}, \text{Sp})$, $\text{Ring}_{S^1}^{mot} := \text{Fun}^{Nis, A^1}(\text{Sm}_C^{op}, \text{CAlg}(\text{Sp}))$.

We first define the sheaf of algebraic $K$-theory spectra $K \in \text{Ring}_{S^1}^{mot}$. We let $\text{Vect}$ be the stack of vector bundles on $\text{Sm}_C$. It associates to $X \in \text{Sm}_C$ the groupoid of locally free and finitely generated $\mathcal{O}_X$-modules. This stack has a semiring structure (called rig structure in the following) given by the direct sum and the tensor product of vector bundles. With this structure $\text{Vect}$ can be considered as a sheaf of $\text{Rig}$-categories:
\[
\text{Vect} \in \text{Fun}^{Nis}(\text{Sm}_C^{op}, \text{Rig}(\text{Cat}[W^{-1}])),
\]

We refer to [CGN15] for this notion and details of the following constructions in the $\text{Rig}$-context. The nerve provides a morphism
\[
\mathbb{N} : \text{Rig}(\text{Cat}[W^{-1}]) \to \text{Rig}(\text{sSet}[W^{-1}]).
\]

We have an adjunction
\[
\Omega B : \text{Rig}(\text{sSet}[W^{-1}]) \rightleftarrows \text{Ring}(\text{sSet}[W^{-1}]) : \text{incl},
\]
where $\Omega B$ is the ring completion. It group-completes the underlying additive monoid of a rig. We finally have a morphism
\[
\text{sp} : \text{Ring}(\text{sSet}[W^{-1}]) \simeq \text{CAlg}(\text{Sp}^{\geq 0}) \to \text{CAlg}(\text{Sp}).
\]

Using that the functors $L^{A^1}$ and $L^{Nis}$ are symmetric monoidal, we define the sheaf of algebraic $K$-theory spectra by
\[
\mathcal{K} := L^{A^1}(L^{Nis}(\text{sp}(\Omega B(\text{Vect})))) \in \text{Ring}_{S^1}^{mot}.
\]

(Since the schemes in $\text{Sm}_C$ are all regular, the sheaf of ring spectra $L^{Nis}(\text{sp}(\Omega B(\text{Vect})))$ computes algebraic $K$-theory. Since this is $A^1$-invariant for regular schemes, the application of $L^{A^1}$ would not be necessary.)
Step 2:

We use the adjunctions

\[ \Sigma_{S_1,+}^{\infty} : \text{Spc}^{\text{mot}}_{S_1} \rightleftarrows \text{Sp}^{\text{mot}}_{S_1} : \Omega_{S_1}^{\infty}, \quad \Sigma_p^{\infty} : \text{Sp}^{\text{mot}}_{S_1} \rightleftarrows \text{Sp}^{p_1} : \Omega_{p_1}^{\infty}. \]

Since the left adjoints are symmetric monoidal, their right adjoints admit canonical lax symmetric monoidal structures [Lur14, Corollary 7.3.2.7].

We consider the multiplicative group as a presheaf of categories \( \tilde{G}_m \) on \( \text{Sm}_C \) which sends any \( X \in \text{Sm}_C \) to the category with one object and morphisms \( G_m(X) \). Since \( G_m \) is commutative, these categories are symmetric monoidal in the natural way. We can interpret \( \tilde{G}_m \) as the prestack of one-dimensional trivializable bundles. This provides a symmetric monoidal transformation \( \tilde{G}_m \to \text{Vect}^{\otimes} \). Observing that \( N(\tilde{G}_m) \cong B\tilde{G}_m \) and using Lemma 5.1, we get a morphism

\[ \tilde{P}_\infty \to \tilde{L}_{A_1}(L_{Nis}(\text{Vect}^{\otimes})), \]

in \( \text{Fun}^{\text{Nis},A_1}(\text{Sm}_C^{op}, \text{CAlg}(\text{sSet}[-]) \to \Omega_{S_1}^{\infty, \otimes} \mathcal{K} \)

for the sheaf of ring spaces underlying \( \mathcal{K} \), and the superscript \( \otimes \) indicates that we keep the multiplicative monoid structure and forget the additive one. The adjoint gives a map

\[ \Sigma_{S_1,+}^{\infty} \to \mathcal{K}. \]

Recall the two morphisms \( \mathbb{P}^1 \to \mathbb{P}^{\infty} \) given by the standard inclusion and the inclusion of a base point. They give rise to the \( \text{Sp}^{\text{mot}}_{S_1} \)-versions \( 1_{S_1}, \xi_{S_1} : \Sigma_{S_1,+}^{\infty} \to \Sigma_{S_1,+}^{\infty} \otimes \mathbb{P}^{\infty} \) of the maps \( 1, \xi \) in \( \text{Sp}^{p_1} \) above. As above we define \( \beta_{S_1} \) and get the map

\[ \mu_{\beta_{S_1}} : \Sigma_{S_1}^{\infty}(\mathbb{P}^1, \infty) \wedge \mathcal{K} \to \mathcal{K}. \]

Step 3:

As a consequence of the projective bundle formula we know that the adjoint

\[ \mathcal{K} \to \mathcal{K}^{\Sigma_{S_1}^{\infty}(\mathbb{P}^1, \infty)} \]

of \( \mu_{\beta_{S_1}} \) is an equivalence. The constructions in the proof of [NSO15] Thm. 6.1\(^1\) now produce a spectrum \( K' \in \text{CAlg}(\text{Sp}^{p_1}) \) together with a morphism in \( \text{Ring}^{\text{mot}}_{S_1} \)

\[ \Sigma_{p_1}^{\infty} \mathcal{K} \to \mathcal{K}' \]

whose adjoint is an equivalence \( \mathcal{K} \cong \Omega_{p_1}^{\infty} \mathcal{K}' \) in \( \text{CAlg}(\text{Sp}^{\text{mot}}_{S_1}) \). We then apply \( \Sigma_{p_1}^{\infty} \) to \( \mathcal{K} \) and get a map in \( \text{CAlg}(\text{Sp}^{p_1}) \)

\[ \Sigma_{p_1}^{\infty} \mathcal{K} \xrightarrow{\text{[27]}} \mathcal{K}'. \]

\(^1\)The authors thank Markus Spitzweck for pointing out this argument.
Since $K'$ is Bott periodic by construction, this map naturally factors over
\[ K \simeq \Sigma_+^\infty \mathbb{P}^\infty [\beta^{-1}] \to K' \]
(we drop the forgetful functor [24]). By Theorem 5.2 the induced map
\[ \Omega^\infty_{p!} K \to \Omega^\infty_{p!} K' \simeq \mathcal{K} \]
is an equivalence. For every $X \in \text{Sm}_\mathbb{C}$ we thus get equivalences in $\text{CAlg}(\text{Sp})$
\[
\text{map}(\Sigma_+^\infty X, K) \simeq \text{map}(\Sigma_+^\infty \Sigma_+^{\infty S_1^+, X}, K) \quad \text{(since } \Sigma_+^\infty \Sigma_+^{\infty S_1^+, \simeq \Sigma_+^\infty )
\]
\[ \simeq \text{map}(\Sigma_+^{\infty S_1^+, X}, \Omega^\infty_{p!} K) \quad \text{(by Proposition 3.5)}
\]
\[ \simeq \text{map}(\Sigma_+^{\infty S_1^+, X}, \mathcal{K}) \quad \text{(by the above)}
\]
\[ \simeq \mathcal{K}(X). \]

\[ \square \]

6 The spectrum representing absolute Hodge cohomology

In this section we define the motivic absolute Hodge cohomology spectrum $H$ as a commutative algebra in the category of motivic spectra $\text{Sp}^{\text{op}}$. As a first step, we dualize the logarithmic de Rham complex functor $A_{\log} : \text{Sm}_\mathbb{C} \to \text{MHC}^{\text{op}}_\mathbb{R}$.

We will use the following notations for the localization
\[ \iota : \text{MHC}^{\text{op}}_\mathbb{R} \to \text{MHC}^{\text{op}}_\mathbb{R}[W^{-1}]^{\text{op}} \quad \text{(28)} \]
and the natural morphism to the Ind-completion (see Appendix A)
\[ \kappa : \text{MHC}^{\text{op}}_\mathbb{R}[W^{-1}]^{\text{op}} \to \text{Ind}(\text{MHC}^{\text{op}}_\mathbb{R}[W^{-1}]^{\text{op}}). \quad \text{(29)} \]

We will write $\kappa$ only if it is really necessary to indicate that an object comes from $\text{MHC}^{\text{op}}_\mathbb{R}[W^{-1}]^{\text{op}}$, for example if we want to dualize it.

The functor $A_{\log}$ is lax symmetric monoidal. Even better, its composition with the localization $\iota A_{\log} : = \iota \circ A_{\log}$ is symmetric monoidal since the morphisms
\[ A_{\log}(X) \otimes A_{\log}(Y) \to A_{\log}(X \times Y) \]

defining the lax symmetric monoidal structure are quasi-isomorphisms. The duality functor
\[ (-)^\vee = \text{hom}(-, 1) : \text{MHC}^{\text{op}}_\mathbb{R}[W^{-1}] \to \text{MHC}^{\text{op}}_\mathbb{R}[W^{-1}] \]
is an equivalence of symmetric monoidal $\infty$-categories. To see this, we use the equivalence [5] between the $\infty$-category $\text{MHC}^{\text{op}}_\mathbb{R}[W^{-1}]$ and the $\infty$-derived category of mixed $\mathbb{R}$-Hodge structures. The latter has a perfect duality since $\text{MHS}_\mathbb{R}$ has one. We get a symmetric monoidal functor $(\iota A_{\log})^\vee$. 
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Proposition 6.1. The functor $A_{\text{log}}$ extends uniquely to a symmetric monoidal functor $\widetilde{A}: \text{Sp}^\text{P} \to \text{Ind}(\text{MHC}_R[W^{-1}])$ which preserves colimits such that

$$
\begin{array}{ccc}
\text{Sm}_C & \xrightarrow{A_{\text{log}}} & \text{MHC}^{\text{op}}_R \\
\downarrow & & \downarrow \kappa_0(-)^\vee \circ \alpha \\
\text{Sp}^\text{P} & \xrightarrow{\widetilde{A}} & \text{Ind}(\text{MHC}_R[W^{-1}]) \\
\end{array}
$$

commutes.

Proof. We want to use the universal property of the category of motivic spectra. First we factor the clockwise composition in the diagram through $\text{Sm}_{C,*}$ using the fact that $\text{Ind}(\text{MHC}_R[W^{-1}])$ is pointed. In order to apply the universal property of motivic spectra $\text{Sp}^\text{P}$ as stated in Proposition 4.2, we use that $\iota A_{\text{log}}$ satisfies Nisnevich descent and is $A^1$-invariant. It remains to check that $(\iota A_{\text{log}},* (\mathbb{P}^1, \infty))^\vee$ is an invertible object in $\text{Ind}(\text{MHC}_R[W^{-1}])$. But indeed, we have an equivalence

$$(\iota A_{\text{log},*}(\mathbb{P}^1, \infty))^\vee \simeq \iota(\mathbb{R}(1)[2]) \quad (30)$$

in $\text{Ind}(\text{MHC}_R[W^{-1}])$, where $\mathbb{R}(1)[2]$ is the Tate $\mathbb{R}$-Hodge structure $\mathbb{R}(1)$ (see Example [2.3]) viewed as mixed Hodge complex concentrated in degree $-2$. Its inverse is $\iota(\mathbb{R}(-1)[-2])$.

Now we use that $\text{Sp}^\text{P}$ and $\text{Ind}(\text{MHC}_R[W^{-1}])$ are presentable. For the first $\infty$-category this is clear by construction and for the second it follows since it is the Ind-completion of an essentially small $\infty$-category which admits all finite colimits. Since the functor $\widetilde{A}$ preserves colimits, it admits a right adjoint $R$, i.e. we have an adjunction

$$
\widetilde{A} : \text{Sp}^\text{P} \rightleftarrows \text{Ind}(\text{MHC}_R[W^{-1}]) : R. \quad (31)
$$

Since $\widetilde{A}$ is symmetric monoidal, the right adjoint $R$ admits a canonical lax symmetric monoidal structure [Lur14, Corollary 7.3.2.7].

Remark 6.2. Morally one should think of the functor $\widetilde{A}$ as assigning to every motivic spectrum its mixed $\mathbb{R}$-Hodge motivic spectrum and of the functor $R$ as the forgetful functor from mixed $\mathbb{R}$-Hodge motivic spectra into all motivic spectra.

Lemma 6.3. The right adjoint $R$ in (31) preserves all colimits.

Proof. Clearly, since everything is stable, $R$ preserves finite colimits. Thus it suffices to prove that it preserves filtered colimits. Since $\text{Sp}^\text{P}$ is compactly generated, this follows if we can show that $\widetilde{A}$ preserves compact objects [Lur09, Proposition 5.5.7.2]. By construction, $\widetilde{A}$ sends suspension spectra of objects in $\text{Sm}_C$ to compact objects. Again by construction, any object $X \in \text{Sp}^\text{P}$ can be written as a colimit $X \simeq \text{colim}_{i \in I} X_i$ where each $X_i$ is a $\mathbb{P}^1$-shift of a suspension of some object in $\text{Sm}_C$. In particular all $X_i$’s are sent to compact objects by $\widetilde{A}$. If $X$ is compact, then we can factor the identity $X \to X$ through $X_0 = \text{colim}_{i \in I_0} X_i$ where $I_0 \subseteq I$ is finite. Certainly, $X_0$ gets mapped to a compact object since finite colimits of compact objects are compact. Thus $\widetilde{A}(X)$ is a retract of the compact object $\widetilde{A}(X_0)$ and therefore is itself compact.
Recall the definition \([13]\) of \(T \in \mathbf{CAlg}(\text{Ind}(\text{MHC}_R[W^{-1}])))\). Its underlying object is
\[
T \simeq \bigoplus_{p \geq 0} \iota(\mathbb{R}(p)[2p]) \in \text{Ind}(\text{MHC}_R[W^{-1}]) .
\] (32)

If we restrict the multiplication \(T \otimes T \to T\) to the inclusion
\[
\beta : \iota(\mathbb{R}(1)[2]) \to T
\]
of the summand for \(p = 1\) in the left factor, then we get a map
\[
\nu_\beta : \iota(\mathbb{R}(1)[2]) \otimes T \to T .
\] (33)

Tensoring this map with \(\iota(\mathbb{R}(-1)[-2])\) and using the canonical equivalence
\[
\iota(\mathbb{R}(-1)[-2]) \otimes \iota(\mathbb{R}(1)[2]) \simeq \iota(\mathbb{R}(0)[0]) \simeq 1
\]
we get a map
\[
\mu_\beta : T \to \iota(\mathbb{R}(-1)[-2]) \otimes T .
\] (34)

By definition, \(T[\beta^{-1}] \in \mathbf{CAlg}(\text{Ind}(\text{MHC}_R[W^{-1}])))\) is obtained from \(T\) by inverting this map (see Appendix C and compare with the construction of \(K\)).

**Definition 6.4.** We define the motivic absolute Hodge spectrum
\[
H := R(T[\beta^{-1}]) \in \mathbf{CAlg}(\mathbf{Sp}^{p_1}) .
\]

Since \(R\) is lax symmetric monoidal, and since \(T[\beta^{-1}]\) is a commutative algebra in \(\text{Ind}(\text{MHC}_R[W^{-1}])),\) the motivic spectrum \(H\) is indeed a commutative algebra in \(\mathbf{Sp}^{p_1}.\) In view of Lemma 6.3, the decomposition \([32]\) induces a decomposition in \(\mathbf{Sp}^{p_1}\)
\[
H \simeq \bigoplus_{p \in \mathbb{Z}} H(p) , \quad H(p) \simeq R(\mathbb{R}(p)[2p]) .
\] (35)

**Proposition 6.5.** For any \(X \in \text{Sm}_C\) we have a natural equivalence
\[
\text{map}(\Sigma^\infty_+ X, H) \simeq H(\text{IDR}(X)) .
\]
in \(\mathbf{CAlg}(\mathbf{Sp}).\)

In view of \([17]\) and Proposition 3.4 this settles Theorem 1.2.

**Proof.** By construction, we have equivalences
\[
\text{map}(\Sigma^\infty_+ X, H) \simeq \text{map}(\tilde{A}(\Sigma^\infty_+ X), T[\beta^{-1}])
\]
\[
\simeq \text{map}(\kappa(\iota A_{\log})(X), T[\beta^{-1}])
\]
\[
\simeq \text{map}(1, \kappa(\iota A_{\log})(X) \otimes T[\beta^{-1}]) .
\]

Furthermore, by Proposition 3.4 we have
\[
H(\text{IDR}(X)) \simeq \text{map}(1, \kappa(\iota A_{\log}(X) \otimes T) .
\]

It thus suffices to show that the natural map
\[
\text{map}(1, \kappa(\iota A_{\log}(X) \otimes T) \to \text{map}(1, \kappa(\iota A_{\log}(X) \otimes T[\beta^{-1}])
\]
is an equivalence. But this follows since \(A_{\log}(X)\) has no non-trivial elements of negative weight and hence
\[
\text{map}(1, \kappa(\iota A_{\log}(X) \otimes \mathbb{R}(-i)[-2i])
\]
is contractible for positive \(i\). \(\square\)
7 The regulator

By definition of the Tate Hodge structure (see Example 2.3), we have canonical equivalences
\[ \iota(\mathbb{R}(1)[2]) \otimes \iota(\mathbb{R}(p)[2p]) \simeq \iota(\mathbb{R}(p+1)[2p+2]) \]
for all \( p \in \mathbb{Z} \). Altogether they induce a canonical equivalence
\[ \iota(\mathbb{R}(1)[2]) \otimes \bigoplus_{p \in \mathbb{Z}} \iota(\mathbb{R}(p)[2p]) \simeq \bigoplus_{p \in \mathbb{Z}} \iota(\mathbb{R}(p)[2p]). \tag{36} \]

**Proposition 7.1.** Depending on the choice of an identification
\[ \varepsilon : \tilde{A}(\Sigma^\infty(\mathbb{P}^1, \infty)) \simeq \iota(\mathbb{R}(1)[2]) \]
in \( \text{Ind}(\text{MHC}_R[W^{-1}]) \) we have an essentially unique equivalence
\[ \tilde{A}(K) \overset{\varepsilon}{\simeq} T[\beta^{-1}] \simeq \bigoplus_{p \in \mathbb{Z}} \iota(\mathbb{R}(p)[2p]) \tag{38} \]
which sends the morphism \( \nu_\beta : \Sigma^\infty(\mathbb{P}^1, \infty) \wedge K \to K \) from [25] to the canonical identification [36] and identifies the unit \( \Sigma^\infty_+ \{\ast\} \to K \) with the canonical inclusion \( \mathbb{R}(0)[0] \to T[\beta^{-1}] \).

**Remark 7.2.** Note that the additional conditions on the equivalence [38] required in the statement of Proposition 7.1 are equivalent to the condition that the morphism \( r_\varepsilon \) induces a map of commutative algebra objects in \( \text{Ho}(\text{Ind}(\text{MHC}_R[\mathbb{W}^{-1}])) \).

**Proof.** By the construction of \( \tilde{A} \) in Proposition 6.1, we have \( \tilde{A}(\Sigma^\infty X) \simeq \kappa((\iota A_{\log}(X))\nu) \) for any smooth variety \( X \), where the maps \( \kappa \) and \( \iota \) are as in [28] and [29]. In the following, we again suppress \( \kappa \) from the notation. Since \( \tilde{A} \) preserves colimits, we have
\[ \tilde{A}(K) \simeq \tilde{A}
\left(\text{colim}\left(\Sigma^\infty_+ \mathbb{P}^\infty \overset{\mu_\beta}{\to} \Sigma^\infty(\mathbb{P}^1, \infty)^{-1} \wedge \Sigma^\infty_+ \mathbb{P}^\infty \overset{\text{id} \wedge \mu_\beta}{\to} \ldots\right)\right)
\simeq \text{colim}\left(\tilde{A}(\Sigma^\infty_+ \mathbb{P}^\infty) \overset{\mu_\beta}{\to} \tilde{A}(\Sigma^\infty(\mathbb{P}^1, \infty)^{-1} \wedge \Sigma^\infty_+ \mathbb{P}^\infty) \to \ldots\right), \tag{39} \]
where \( \mu_\beta \) is the map introduced in [22]. Since \( \tilde{A} \) is symmetric monoidal, we have equivalences (see [30])
\[ \tilde{A}(\Sigma^\infty(\mathbb{P}^1, \infty)^{-1} \wedge \Sigma^\infty_+ \mathbb{P}^\infty) \simeq \tilde{A}(\Sigma^\infty(\mathbb{P}^1, \infty))^{-1} \otimes \tilde{A}(\Sigma^\infty_+ \mathbb{P}^\infty)
\simeq \iota(\mathbb{R}(-1)[\mathbb{R}[\beta]]) \otimes \tilde{A}(\Sigma^\infty_+ \mathbb{P}^\infty). \]

Furthermore, we have equivalences
\[ \tilde{A}(\Sigma^\infty_+ \mathbb{P}^\infty) \simeq \tilde{A}(\text{colim}_n \Sigma^\infty_+ \mathbb{P}^n) \simeq \text{colim}_n \tilde{A}(\Sigma^\infty_+ \mathbb{P}^n) \simeq \text{colim}_n \kappa(\iota(A_{\log}(\mathbb{P}^n))\nu). \]

We now use that
\[ \iota A_{\log}(\mathbb{P}^n) \simeq \bigoplus_{i=0}^n \iota(\mathbb{R}(-i)[\mathbb{R}[\beta]])\].
We can choose these identifications compatible with the restrictions along \( \mathbb{P}^n \to \mathbb{P}^{n+1} \) for all \( n \) and then get
\[
\widetilde{A}(\Sigma^\infty \mathbb{P}^\infty) \simeq \bigoplus_{i=0}^{\infty} \iota(\mathbb{R}(i)[2i]) \simeq T . \tag{40}
\]
This equivalence is essentially unique up to the action of \( \pi_0(\text{Aut}_{\text{Ind}}(\text{MHC}_\mathbb{R}[W^{-1}])(\mathbb{T})) \). By the calculation of mapping spaces in Example 2.14 this group is given by
\[
\pi_0(\text{Aut}_{\text{Ind}}(\text{MHC}_\mathbb{R}[W^{-1}])(\mathbb{T})) \cong \prod_{p \in \mathbb{N}} \mathbb{R}^\times
\]
where the \( p \)-th factor corresponds to \( \pi_0(\text{Aut}_{\text{MHC}_\mathbb{R}[W^{-1}])(\iota(\mathbb{R}(p)[2p])) \cong \mathbb{R}^\times . \)

At this point we fix the identification (40) such that
\[
\begin{array}{ccc}
\widetilde{A}(\Sigma^\infty \{\ast\}) & \xrightarrow{\cong} & \iota(\mathbb{R}(0)[0]) \\
\downarrow & & \downarrow \\
\widetilde{A}(\Sigma^\infty \mathbb{P}^\infty) & \longrightarrow & \bigoplus_{i=0}^{\infty} \iota(\mathbb{R}(i)[2i])
\end{array}
\]
commutes, where the left vertical map is induced by the inclusion of a point \( \ast \to \mathbb{P}^\infty \), and the right vertical map is the canonical inclusion of the zeroth summand.

We now fix once and for all the identification \( \varepsilon \) that appears in (37)
\[
\varepsilon : \widetilde{A}(\Sigma^\infty (\mathbb{P}^1, \infty)) \simeq \iota(\mathbb{R}(1)[2]) . \tag{42}
\]
Since \( \widetilde{A} \) is symmetric monoidal, we then get an equivalence (depending on the choice of (40))
\[
\begin{align*}
\widetilde{A}(\Sigma^\infty (\mathbb{P}^1, \infty)^{-1} \wedge \Sigma^\infty \mathbb{P}^\infty) & \simeq \iota(\mathbb{R}(-1)[-2]) \otimes \bigoplus_{i=0}^{\infty} \mathbb{R}(i)[2i] \simeq \bigoplus_{i=-1}^{\infty} \mathbb{R}(i)[2i].
\end{align*}
\]
Under these identifications, the transition map \( \mu_\beta \) in (39) corresponds to a morphism
\[
\bigoplus_{i=0}^{\infty} \mathbb{R}(i)[2i] \to \bigoplus_{i=-1}^{\infty} \mathbb{R}(i)[2i] . \tag{43}
\]
If we change the equivalence (40) by an automorphism \( (\lambda_p)_{p \in \mathbb{N}} \subseteq \prod_{p \in \mathbb{N}} \mathbb{R}^\times \) (with \( \lambda_0 = 1 \) in order to preserve (41)), then this map is changed by the post-composition with
\[
\frac{\lambda_{p+1}}{\lambda_p} \in \mathbb{R}^\times \cong \pi_0(\text{Aut}_{\text{MHC}_\mathbb{R}[W^{-1}])(\iota(\mathbb{R}(p)[2p]))})
\]
in the \( p \)-th component of the target for every \( p \in \mathbb{N} \). We see that there is an essentially unique choice of (40) such that (43) becomes the canonical embedding. From now on we adopt this choice. Then we get an equivalence
\[
\widetilde{A}(\mathbb{K}) \overset{\varepsilon_n}{\cong} \colim_{n \to \infty} \bigoplus_{i=-n}^{\infty} \mathbb{R}(i)[2i]
\]
with the required properties.
Corollary 7.3. The mapping space $\text{Map}(K, H)$ is discrete and we have

$$\pi_0(\text{Map}(K, H)) \cong \prod_{p \in \mathbb{Z}} \mathbb{R}.$$

Proof. By the definition of $H$ and adjunction, we have

$$\text{Map}(K, H) \simeq \text{Map}(\tilde{A}(K), T[\beta^{-1}]).$$

By Proposition 7.1 the right-hand side is equivalent to

$$\text{Map}(T[\beta^{-1}], T[\beta^{-1}]) \simeq \prod_{p \in \mathbb{Z}} \text{colim}_{n \to \infty} \prod_{q = -n}^{n} \text{Map}(\iota(\mathbb{R}(p)[2p]), \iota(\mathbb{R}(q)[2q])).$$

By Example 2.14 only the factors with $p = q$ contribute and moreover

$$\pi_0(\text{Map}(\iota(\mathbb{R}(p)[2p]), \iota(\mathbb{R}(p)[2p]))) \cong \mathbb{R}$$

is discrete.

For later use we formulate the following corollary of the proof of Proposition 7.1.

Corollary 7.4. If we post-compose the equivalence $\varepsilon$ from (37) with

$$\lambda \in \mathbb{R}^\times \cong \pi_0(\text{Aut}_{\text{MHC}}[W^{-1}](\iota(\mathbb{R}(1)[2]))),$$

then the equivalence (38) changes by the post-composition with the equivalence

$$(\lambda^p)_{p \in \mathbb{Z}} \in \prod_{p \in \mathbb{Z}} \mathbb{R}^\times \cong \pi_0(\text{Aut}_{\text{MHC}}[W^{-1}](T[\beta^{-1}])).$$

Definition 7.5. For every choice of the equivalence $\varepsilon$ in (37) we define a morphism of motivic spectra

$$\text{reg}_\varepsilon : K \to H$$

by applying the adjunction (31) to the equivalence $r_\varepsilon : \tilde{A}(K) \simeq T[\beta^{-1}]$ given by (38) and using the definition $H := R(T[\beta^{-1}]).$

Remark 7.6. The construction $\text{reg}_\varepsilon : K \to H$ can be interpreted as the best approximation to $K$-theory in the world of mixed Hodge complexes.

By Remark 7.2 the morphisms $\text{reg}_\varepsilon$ for all choices of $\varepsilon$ in (37) are precisely the morphisms $K \to H$ which induce maps of commutative algebras in the homotopy category of motivic spectra.

Theorem 7.7. The regulator map $\text{reg}_\varepsilon : K \to H$ refines essentially uniquely to a morphism between objects of $\text{CAlg}(\text{Sp}^{p_1})$.

Proof. We must show that the fibre of

$$\text{Map}_{\text{CAlg}(\text{Sp}^{p_1})}(K, H) \to \text{Map}_{\text{Sp}^{p_1}}(K, H)$$

is...
at the point \( \text{reg}_x \in \text{Map}_{\text{Sp}^p}(K, H) \) is contractible. Using the adjunction \([31]\), we can equivalently show that the fibre of

\[
\text{Map}_{\text{CAlg}}(\text{Ind}(\text{MHC}_{\mathbb{R}[W^{-1}]})/(\tilde{A}(K), T[\beta^{-1}]) \rightarrow \text{Map}_{\text{Ind}(\text{MHC}_{\mathbb{R}[W^{-1}]})}(\tilde{A}(K), T[\beta^{-1}])
\]

over the equivalence \( r_\varepsilon : \tilde{A}(K) \simeq T[\beta^{-1}] \) given in Proposition \([7.1]\) is contractible. Since we consider the fibre over an equivalence, we can switch domain and target. It suffices to verify that the fibre of

\[
\text{Map}_{\text{CAlg}}(\text{Ind}(\text{MHC}_{\mathbb{R}[W^{-1}]})/(\tilde{A}(K)) \rightarrow \text{Map}_{\text{Ind}(\text{MHC}_{\mathbb{R}[W^{-1}]})}(\tilde{A}(K))
\]

(44)

over the inverse equivalence \( r_\varepsilon^{-1} : T[\beta^{-1}] \simeq \tilde{A}(K) \) is contractible. Now we use the universal property of the commutative algebra \( T[\beta^{-1}] \): the space of morphisms from \( T[\beta^{-1}] \) to any other commutative algebra object is homotopy equivalent to the space of commutative algebra morphisms from \( T \rightarrow \mathbb{A} \) which send the morphism \( \beta \) in \([33]\) to an invertible morphism, see Appendix \([C]\). We thus define

\[
\text{Map}_{\text{CAlg}}(\text{Ind}(\text{MHC}_{\mathbb{R}[W^{-1}]}) \subseteq \text{Map}_{\text{CAlg}}(\text{Ind}(\text{MHC}_{\mathbb{R}[W^{-1}]})
\]

(45)

to be the union of those components consisting of maps which send \( \beta \) to an invertible morphism. Then we have an equivalence

\[
\text{Map}_{\text{CAlg}}(\text{Ind}(\text{MHC}_{\mathbb{R}[W^{-1}]})/(\tilde{A}(K)) \simeq \text{Map}_{\text{Ind}(\text{MHC}_{\mathbb{R}[W^{-1}]})}(\tilde{A}(K))
\]

(46)

Since \( T \) is the free algebra on \( \iota(\mathbb{R}(1)[2]) \), restriction along the canonical map \( \iota(\mathbb{R}(1)[2]) \rightarrow T \) induces an equivalence

\[
\text{Map}_{\text{CAlg}}(\text{Ind}(\text{MHC}_{\mathbb{R}[W^{-1}]})/(\tilde{A}(K)) \simeq \text{Map}_{\text{Ind}(\text{MHC}_{\mathbb{R}[W^{-1}]})}(\tilde{A}(K))
\]

(47)

Using the equivalence \( r_\varepsilon : T[\beta^{-1}] \simeq \tilde{A}(K) \) and Example \([2.14]\) we see that the right-hand side is discrete and given by

\[
\text{Map}_{\text{Ind}(\text{MHC}_{\mathbb{R}[W^{-1}]})}(\iota(\mathbb{R}(1)[2])) \simeq \text{Map}_{\text{Ind}(\text{MHC}_{\mathbb{R}[W^{-1}]})}(\iota(\mathbb{R}(1)[2])) \cong \mathbb{R}
\]

Under (45) and (46) we get the equivalence

\[
\text{Map}_{\text{CAlg}}(\text{Ind}(\text{MHC}_{\mathbb{R}[W^{-1}]})/(\tilde{A}(K)) \simeq \mathbb{R}^\times
\]

(47)

Again using Example \([2.14]\) and the equivalence \( r_\varepsilon : T[\beta^{-1}] \simeq \tilde{A}(K) \) we see that the map (44) is equivalent to the map

\[
\mathbb{R}^\times \rightarrow \prod_{p \in \mathbb{Z}} \mathbb{R}, \quad \lambda \mapsto (\lambda^p)_{p \in \mathbb{Z}}
\]

(47)

Under these identifications \( r_\varepsilon \) goes to \( r_\varepsilon \circ r^{-1} = \text{id}_{\mathbb{Z}[\beta^{-1}]} \), hence to \( (1_p)_{p \in \mathbb{Z}} \). This point belongs to the image of (47).

\[\square\]

**Lemma 7.8.** There is a unique choice of the equivalence \( \varepsilon \) in \([37]\) such that the induced regulator map

\[
\text{reg}_\varepsilon : K_*(X) \rightarrow \bigoplus_{p \in \mathbb{N}} H_{\text{abs. Hodge}}^{2p-a}(X, \mathbb{R}(p))
\]

(48)

coincides with Beilinson’s regulator.
Proof. We use [Fel11, Thm. 5.6]. Due to the work of [BW98] it is known that Beilinson’s regulator is induced by a map between objects of $\text{Fun}^{Zar}(\text{Sm}_C, \text{sSet}[W^{-1}])$ (this is realized by the model category $\text{sT}_*$ in the reference) such that the induced map in $\text{Ho}(\text{Fun}^{Zar}(\text{Sm}_C, \text{sSet}[W^{-1}]))$ is a map of commutative monoids. Similarly, the map

$$\Omega^\infty \text{map}(\Sigma^\infty_+\ldots, K) \to \Omega^\infty \text{map}(\Sigma^\infty_+\ldots, H)$$

induced by $\text{reg}_\varepsilon$ can be considered as such a map. Then by [Fel11, Thm. 5.6] both regulators coincide if they induce the same map $K_0(\text{Gr}(N, k)) \to \bigoplus_{p \in \mathbb{N}} H^2_{\text{abs. Hodge}}(\text{Gr}(N, k), \mathbb{R}(p))$ on $K_0$ of the Grassmanians $\text{Gr}(N, k)$ for all $N, k$. If

$$\phi = \sum_{p \in \mathbb{N}} \phi_p : K_0(-) \to \bigoplus_{p \in \mathbb{N}} H^2_{\text{abs. Hodge}}(-, \mathbb{R}(p))$$

is a natural transformation of ring-valued functors, then for a line bundle $L$ we necessarily have the relation

$$\phi_p([L]) = \frac{1}{p!} \phi_1([L])^p .$$

This applies to the Beilinson regulator as well as to the transformation induced by (48) for $* = 0$. By the splitting principle it now suffices to show that they induce the same first Chern class. In detail, the map (21) defines a map $\Sigma^\infty_+\mathbb{P}^1 \to K$, i.e. a class $\ell \in K^0(\mathbb{P}^1) \cong K_0(\mathbb{P}^1)$. The restriction of $\text{reg}_\varepsilon$ to this map is the first Chern class

$$c_\varepsilon(\ell) \in H^2_{\text{abs. Hodge}}(\mathbb{P}^1, \mathbb{R}(1)) \cong \mathbb{R} .$$

For every choice of $\varepsilon$ in (37) we have a multiplicative natural transformation (48). By Corollary 7.4 we can rescale an initial choice of $\varepsilon$ in a unique way such that afterwards $c_\varepsilon(\ell)$ coincides with the first Chern class leading to Beilinson’s regulator. We write $\text{reg} := \text{reg}_\varepsilon$ for the choice of the equivalence $\varepsilon$ in (37) fixed in Lemma 7.8.

Proof of Theorem 1.3. By Lemma 7.8 the morphism of motivic spectra $\text{reg} : K \to H$ represents Beilinson’s regulator. By Remark 7.6 it induces a morphism of commutative algebras in the homotopy category. Combining this remark and Theorem 7.7 every such morphism refines essentially uniquely to a morphism in $\text{CAlg}(\text{Sp}^{\mathbb{P}^1})$.

For any smooth variety $X \in \text{Sm}_C$, using the diagonal, the motivic spectrum $\Sigma^\infty_+X$ refines naturally to a cocommutative coalgebra. Thus, by Corollary B.4 the algebraic $K$-theory spectrum of $X$ defined by

$$K(X) := \text{map}(\Sigma^\infty_+X, K)$$

refines naturally to a commutative ring spectrum.

Corollary 7.9. For any $X \in \text{Sm}_C$, the Beilinson regulator refines to a morphism of commutative ring spectra

$$\text{reg}_X : K(X) \to H(\text{IDR}(X))$$

in a way which is natural in $X$.

This finally proves Theorem 1.1.

Proof. Applying $\text{map}(\Sigma^\infty_+X, -)$ to $\text{reg} : K \to H$ this follows from Theorem 7.7. □
A  Infinity categories and weak equivalences

Throughout this paper we freely use the language of $\infty$-categories as developed by Joyal, Lurie and many others. An $\infty$-category is an inner Kan simplicial set $C$. Every ordinary category $C$ gives rise to an $\infty$-category by taking the nerve $NC$. This embeds ordinary categories into $\infty$-categories and we will usually drop the nerve notation and identify the 1-category $C$ with the associated $\infty$-category. For a simplicially enriched category $C^\Delta$ there is also a variant of the nerve (the homotopy coherent nerve) $NC^\Delta$ which is an $\infty$-category if $C^\Delta$ is enriched over Kan complexes (see [Lur09, Section 1.1.5]).

For example, we let $\text{Spc}^\Delta$ be the simplicial category whose objects are Kan complexes and whose simplicial sets of homomorphisms are the internal Hom-objects of simplicial sets. These are Kan complexes as well and thus we obtain an $\infty$-category which we denote as $\text{Spc} := N(\text{Spc}^\Delta)$ and call it the $\infty$-category of spaces. Another instance is the simplicially enriched category $\text{Cat}^\Delta\infty$ of $\infty$-categories. The simplicial set of morphisms between $X,Y$ is given by the maximal Kan complex contained in the simplicial set $\text{Hom}(X,Y)$.

Then the $\infty$-category of $\infty$-categories is defined to be $\text{Cat}^\infty := N(\text{Cat}^\Delta\infty)$. Note that the objects in $\text{Cat}^\infty$ can be large $\infty$-categories (as opposed to small). Thus $\text{Cat}^\infty$ will be very large, which just means that we have to assume three nested Grothendieck universes (small, large, very large) in which we work.

There is another way of constructing $\infty$-categories. Therefore consider an $\infty$-category $C$ (which will in practice very often be a 1-category) equipped with a subset $W$ of the set of edges. We will call the elements of $W$ weak equivalences. Then an $\infty$-category $D$ together with a functor $i : C \to D$ is called (Dwyer-Kan) localization of $C$ with respect to $W$ if the functor $i$ sends weak equivalences in $C$ to equivalences in $D$ and $D$ satisfies the following universal property: for every $\infty$-category $E$ the functor

$$i^* : \text{Fun}(D, E) \to \text{Fun}(C, E)$$

is fully faithful and the essential image consists of those functors $C \to E$ which carry weak equivalences in $C$ to equivalences in $E$. It is clear that $D$ is essentially uniquely determined by this universal property and it can be shown that a relative nerve exists for every $\infty$-category $C$ with weak equivalences.

Since we will use the term ‘essentially unique’ a number of times in this paper, let us spell out explicitly what this means here: consider the full subcategory $A$ of the slice $\infty$-category $(\text{Cat}_\infty)_C$ which consists of all relative nerves of $C$ with respect to $W$. Then $A$ is a contractible Kan complex. There are several explicit constructions in the literature for relative nerves, for example Dwyer-Kan’s Hammock localization or fibrant replacements in the marked model structure. All of these constructions are necessarily equivalent by the above uniqueness assertion. We once and for all fix one explicit construction for the localization of $C$ and denote it by $C[W^{-1}]$. We assume that the construction is functorial in $C$ (i.e. in functors that preserve weak equivalences).

Example A.1. The canonical inclusion $s\text{Set} \to \text{Spc}$ exhibits $\text{Spc}$ as the localization at the class of weak equivalences. Here $s\text{Set}$ is the 1-category of simplicial sets. Thus we have $\text{Spc} \simeq s\text{Set}[W^{-1}]$. More generally, for a model category $M$ we can form $M[W^{-1}]$ and this is an enhancement of the homotopy category $\text{Ho}(M)$ which is obtained by universally inverting $W$ in the world of 1-categories. If $M$ admits a simplicial enrichment $M^\Delta$ making it a simplicial model category then the $\infty$-category $M[W^{-1}]$ (which only depends on
the underlying 1-category $\mathcal{M}$ and the notion of weak equivalence) is equivalent to the homotopy coherent nerve of the full simplicial subcategory $\mathcal{M}^{\Delta}_{\text{cf}} \subseteq \mathcal{M}^\Delta$ on the fibrant and cofibrant objects (which a priori depends on the simplicial mapping spaces).

A lot of theory has been developed for $\infty$-categories which parallels well known results and concepts in ordinary category theory. Many of the results listed below are due to Joyal [Joy], but our main sources will be the books of Lurie [Lur09] and [Lur14]. Let us list the aspects that we will need in this paper:

(a) There is a notion of limit and colimit in an $\infty$-category [Lur09 Section 1.2.13]. This generalizes the notion of homotopy limit and colimit in model categories as shown in [Lur09 Section 4.2.4]. The properties of (co)limits in ordinary categories mostly carry over to that world [Lur09 Chapter 4], for example pullbacks and pushouts satisfy a pasting-law of which we will make repeatedly use in this paper. Important for us is that there is a notion of a filtered $\infty$-category and filtered (co)limits [Lur09 5.3.1].

(b) There is the notion of adjoint functors [Lur09 5.2], and it behaves similarly to the ordinary case. The most important fact for us is that left adjoint functors preserve all colimits and right adjoints preserve all limits. Adjunctions between model categories give rise to adjunctions between the associated $\infty$-categories [Maz15].

(c) For every pair of $\infty$-categories $\mathcal{C}, \mathcal{D}$, the internal Hom in simplicial sets is again an $\infty$-category and denoted $\text{Fun}(\mathcal{C}, \mathcal{D})$. The functor category $\text{Fun}(\mathcal{C}^{\text{op}}, \text{Spc})$ is called the presheaf category on $\mathcal{C}$ and denoted as $\mathcal{P}(\mathcal{C})$. The $\infty$-categorical Yoneda embedding defines a fully faithful inclusion $\mathcal{C} \to \mathcal{P}(\mathcal{C})$ sending $c \in \mathcal{C}$ to the functor $\text{Map}_\mathcal{C}(-, c)$ [Lur09 5.1.3].

(d) There is a notion of a presentable $\infty$-category which combines a set-theoretical smallness condition (accessibility) with the existence of all colimits and limits [Lur09 5.5]. The notion of being accessible is closely related to the ind-completion that we will discuss below. The underlying $\infty$-category of a combinatorial, simplicial model category is presentable, and in fact every presentable $\infty$-category arises in that way. The class of presentable $\infty$-categories has good closure properties, for example, Bousfield localizations of presentable $\infty$-categories are usually again presentable (precisely: if the localization is accessible [Lur09 Remark 5.5.1.6]). Note that the analogue of presentability in ordinary category theory is usually called ‘locally presentable’. In the presentable setting we have the adjoint functor theorem in its cleanest form, namely that a functor between presentable $\infty$-categories is left adjoint precisely if it preserves all small colimits [Lur09 Corollary 5.5.2.9].

(e) There are the notions of a symmetric monoidal $\infty$-category and of (lax) symmetric monoidal functors [Lur14 Chapter 2]. These are compatible with the constructions of $\infty$-categories outlined above. If a simplicial category $\mathcal{C}^\Delta$ has a symmetric monoidal structure, then the nerve $\text{N}(\mathcal{C}^\Delta)$ inherits a natural symmetric monoidal structure as well. For a 1-category $\mathcal{C}$, a symmetric monoidal structure on the associated $\infty$-category in the $\infty$-categorical sense is (essentially) equivalent to a symmetric monoidal structure on $\mathcal{C}$. If $\mathcal{C}$ admits a symmetric monoidal structure
and a class of weak equivalences, such that the tensor product is homotopical in both variables (i.e. preserves weak equivalences), then there is an induced symmetric monoidal structure on $C[\mathcal{W}^{-1}]$.

Note that we slightly deviated from Lurie’s terminology here and write a symmetric monoidal category only as the underlying $\infty$-category $C$ leaving the tensor product implicit and not as $C\otimes$. Also the terminology of lax symmetric monoidal functors has not been used by Lurie explicitly. A lax symmetric monoidal functor $C \to C'$ is just a map of the underlying $\infty$-operads in the terminology of [Lur14].

In a symmetric monoidal $\infty$-category $C$ we can define commutative algebra objects and an $\infty$-category of commutative algebra objects $\mathrm{CAlg}(C)$. Every lax symmetric monoidal functor $f : C \to D$ induces a functor $\mathrm{CAlg}(C) \to \mathrm{CAlg}(D)$ which on underlying objects sends $c$ to $f(c)$.

(f) We call a symmetric monoidal $\infty$-category presentably symmetric monoidal if its underlying $\infty$-category is presentable and the tensor product preserves colimits in both variables separately. For every simplicial, combinatorial, symmetric monoidal model category the underlying symmetric monoidal $\infty$-category has this property [Lur14, Remark 4.1.3.10]. The converse is even true, namely that every presentably symmetric monoidal $\infty$-category arises in this way from a symmetric monoidal model category [NST15].

If $C$ is presentably symmetric monoidal, then the $\infty$-category of commutative algebras $\mathrm{CAlg}(C)$ is also presentable, in particular, it has all limits and colimits.

(g) An $\infty$-category $C$ is called stable if it admits finite limits and colimits, is pointed (i.e. has an object that is initial and terminal), and a square $\Delta^1 \times \Delta^1 \to C$ depicted as

$$
\begin{array}{ccc}
A & \longrightarrow & B \\
\downarrow & & \downarrow \\
C & \longrightarrow & D
\end{array}
$$

(we omit the diagonal map and the filling homotopies) is a pushout if and only if it is a pullback (see Chapter 1 of [Lur14] for a discussion). Examples are given by the $\infty$-category $\mathbf{Sp}$ of spectra and, for every abelian category $\mathbf{A}$, the $\infty$-category $\mathrm{Ch}(\mathbf{A})[W^{-1}]$ where $W$ is the class of quasi-isomorphisms.

For every $\infty$-category $C$ which admits finite limits there is a stabilization $\mathbf{Sp}(C)$, see [Lur14, 1.4.2]. This in turn is functorial, i.e. for every functor $C \to D$ which preserves finite limits we get an induced functor $\mathbf{Sp}(C) \to \mathbf{Sp}(D)$. For example, $\mathbf{Sp}(\mathbf{Spc}) \simeq \mathbf{Sp}$ and $\mathbf{Sp}(\mathrm{Fun}(C, \mathbf{Spc})) \simeq \mathrm{Fun}(C, \mathbf{Sp})$.

Now we briefly recall the construction of the Ind-completion of an $\infty$-category which will be essential for this paper, see also [Lur09, Section 5.3]. Let $C$ be an $\infty$-category. Then the Ind-completion is obtained by formally adding filtered colimits to $C$.

**Definition A.2.** We say that a functor $i : C \to D$ exhibits $D$ as the Ind-completion of $C$ if $D$ has all filtered colimits and if for every $\infty$-category $E$ which has all filtered colimits the induced morphism

$$i^* : \mathrm{Fun}^{\omega}(D, E) \to \mathrm{Fun}(C, E)$$

is an equivalence.
is an equivalence. Here $\text{Fun}^\omega(D, E)$ denotes the full subcategory of $\text{Fun}(D, E)$ spanned by the functors which preserve filtered colimits.

An explicit model for the Ind-completion of $C$ can be obtained as follows. Let $P(C)$ be the infinite category of space-valued presheaves on $C$. Then the Yoneda embedding defines a fully faithful inclusion $C \rightarrow P(C)$ and the objects in the essential image are called representable. The category $P(C)$ has all colimits (in fact it is the universal category obtained from $C$ by adding all colimits). We let $\text{Ind}(C)$ be the full subcategory of $P(C)$ which contains the representables and which is closed under filtered colimits. Then the Yoneda embedding exhibits $\text{Ind}(C)$ as the Ind-completion of $C$. In particular, this shows that the morphism $C \rightarrow \text{Ind}(C)$ is fully faithful.

Let us now list a few properties of the Ind-completion that we frequently use in the paper:

- If $C$ is small and has all finite colimits, then $\text{Ind}(C)$ is presentable, in particular it has all colimits. In this case the functor $C \rightarrow \text{Ind}(C)$ preserves finite colimits [Lur09, Theorem 5.5.1.1].
- If $C$ is symmetric monoidal, then $\text{Ind}(C)$ also admits a symmetric monoidal structure, namely the unique extension of $\otimes$ that preserves filtered colimits in both variables separately [Lur14, Corollary 4.8.1.13]. If $C$ admits all small colimits and the tensor product preserves small colimits separately in each variable, then $\text{Ind}(C)$ is presentably symmetric monoidal (see [f] for this notion).
- If $C$ is stable, then so is $\text{Ind}(C)$ [Lur14, Proposition 1.1.3.6].
- If $C$ is (the nerve of) a 1-category, then $\text{Ind}(C)$ also is a 1-category. This implies in particular that it agrees with the classical Ind-completion, i.e. $N\text{Ind}(C) \simeq \text{Ind}(NC)$.
- If $C$ is an $\infty$-category, and if $W$ a class of 1-morphisms in $C$, then we call a morphism in $\text{Ind}(C)$ a weak equivalence, if its image in $\text{Ind}(C[W^{-1}])$ is an equivalence. We get a canonical morphism
  $$(\text{Ind}(C))[W^{-1}] \rightarrow \text{Ind}(C[W^{-1}]).$$
- If a functor $F : C \rightarrow D$ has a symmetric monoidal structure then $\text{Ind}(F) : \text{Ind}(C) \rightarrow \text{Ind}(D)$ also inherits a symmetric monoidal structure. In particular we get that $\text{Ind}(C) \rightarrow \text{Ind}(C[W^{-1}])$ is symmetric monoidal if $C$ admits a tensor product that is homotopical with respect to $W$.

B Representable functors and algebra structures

Let $C$ be an $\infty$-category. Then for every $c \in C$ we have the representable functor

$$\text{Map}(-, c) : C^{\text{op}} \rightarrow \text{Spc}.$$  

If $C$ is presentable, then an abstract functor $F : C^{\text{op}} \rightarrow \text{Spc}$ is representable precisely if it preserves limits (i.e. it sends colimits in $C$ to limits in the $\infty$-category of spaces). If $C$ is a stable $\infty$-category, then for every $c \in C$ the representable functor refines to a functor

$$\text{map}(-, c) : C^{\text{op}} \rightarrow \text{Sp}.$$
The functor \( \text{map}(\cdot, c) \) has the property that it sends colimits in \( C \) to limits of spectra and that
\[
\text{Map}(\cdot, c) \simeq \Omega^\infty \text{map}(\cdot, c).
\] (49)

These two properties determine \( \text{map}(\cdot, c) \) essentially uniquely. If \( C \) is presentable and stable, then the converse is also true: an abstract functor is of the form \( \text{map}(\cdot, c) \) precisely if it sends colimits to limits.

For every stable \( C \) the assignment \( c \mapsto \text{map}(\cdot, c) \) gives a functorial assignment \( C \to \text{Fun}(C^{op}, \text{Sp}) \) which is fully faithful. We will refer to this functor as the stable Yoneda embedding. A concrete description of the stable Yoneda embedding as a functor can be given by applying the stabilization functor \( \text{Sp}(\cdot) \) (see (g)) to the limit preserving Yoneda embedding to obtain
\[
C \simeq \text{Sp}(C) \to \text{Sp}(\text{Fun}(C^{op}, \text{Spc})) \simeq \text{Fun}(C^{op}, \text{Sp}).
\]

Now assume that \( C \) admits a symmetric monoidal structure (here \( C \) is not necessarily stable). Then also \( C^{op} \) admits a symmetric monoidal structure which is constructed by first straightening the associated coCartesian fibration, then taking the opposite object-wise and unstraightening back to a coCartesian fibration. There is also a more explicit model discussed in [BGN14]. Informally speaking this new symmetric monoidal structure is given by the ‘same’ tensor product since the objects of \( C^{op} \) are the same as those of \( C \) but the coherence structure has to be modified accordingly. Then the presheaf category \( \mathcal{P}(C) = \text{Fun}(C^{op}, \text{Spc}) \) admits a Day convolution type symmetric monoidal structure as introduced by Glasman [Gla13] generalizing the classical Day convolution [Day70]. Let us state the more general result that is shown there:

**Proposition B.1 (Glasman).** If \( C \) is symmetric monoidal and \( D \) is presentably symmetric monoidal, then the functor category \( \text{Fun}(C, D) \) admits a symmetric monoidal structure with the following properties:

(a) For two functors \( F, G : C \to D \), the tensor product \( F \otimes G \in \text{Fun}(C, D) \) is equivalent to the left Kan extension of the functor
\[
C \times C \xrightarrow{F \times G} D \times D \xrightarrow{\otimes_D} D
\]
along the functor \( \otimes_C : C \times C \to C \) [Gla13, Lemma 2.3 and Proposition 2.9].

(b) A commutative algebra structure on a functor \( F : C \to D \) with respect to the Day convolution on \( \text{Fun}(C, D) \) is equivalent to a lax symmetric monoidal structure on \( F \) [Gla13, Proposition 2.10]. More precisely there is an equivalence of \( \infty \)-categories
\[
\text{CAlg}(\text{Fun}(C, D)) \simeq \text{Fun}^{\text{lax}}(C, D).
\]

(c) For every left adjoint, symmetric monoidal functor \( D \to D' \) the induced functor \( \text{Fun}(C, D) \to \text{Fun}(C, D') \) admits a symmetric monoidal refinement.

(d) The Yoneda embedding \( C \to \text{Fun}(C^{op}, \text{Spc}) \) admits a symmetric monoidal refinement, where the target is equipped with the Day convolution structure [Gla13, Section 3].
Corollary B.2. For a given object $c \in C$ in a symmetric monoidal $\infty$-category $C$, there is a homotopy equivalence between the space of lax symmetric monoidal structures on $\text{Map}(-, c) : C^{op} \to \text{Spc}$ and the space of refinements of $c$ to an object of $\text{CAlg}(C)$.

Proof. The space $\text{CAlg}_C(c)$ of commutative algebra structures on $c \in C$ is defined as the pullback

$$
\begin{array}{ccc}
\text{CAlg}_C(c) & \longrightarrow & \text{CAlg}(C) \\
\downarrow & & \downarrow \\
\Delta^0 & \longrightarrow & C
\end{array}
$$

in $\text{Cat}_\infty$ where the right vertical functor is the forgetful functor. This functor reflects equivalences, which implies that $\text{CAlg}_C(c)$ is an $\infty$-groupoid.

We now use the fact that the Yoneda embedding is fully faithful and symmetric monoidal (as stated in Proposition B.1) to conclude that the induced functor

$$
\text{CAlg}(C) \to \text{CAlg}(\mathcal{P}(C))
$$

is also fully faithful and thus the resulting diagram

$$
\begin{array}{ccc}
\text{CAlg}(C) & \longrightarrow & \text{CAlg}(\mathcal{P}(C)) \\
\downarrow & & \downarrow \\
C & \longrightarrow & \mathcal{P}(C)
\end{array}
$$

is a pullback diagram. By pasting together the two pullback diagrams we conclude that we have an equivalence

$$
\text{CAlg}_C(c) \simeq \text{CAlg}_{\mathcal{P}(C)}(c)
$$

i.e. that the space of algebra structures on $c$ is equivalent to the space of algebra structures on $\text{Map}(-, c)$. But the latter is equivalent to the space of lax monoidal structures on that functor (as stated in Proposition B.1) which finishes the proof.

Now assume that $C$ is stably symmetric monoidal and $c \in C$. By stably symmetric monoidal we mean that the tensor bifunctor $\otimes : C \times C \to C$ preserves finite colimits in both variables separately (or, equivalently, finite limits in both variables separately).

Proposition B.3. The stable Yoneda embedding

$$
C \to \text{Fun}(C^{op}, \text{Sp})
$$

admits a lax symmetric monoidal refinement.

Proof. We assume that $C$ is a small, stable $\infty$-category. Since the Yoneda embedding $C \to \text{Fun}(C^{op}, \text{Sp})$ admits a symmetric monoidal refinement we conclude that the resulting tensor product agrees with the one constructed by Lurie in [Lur14, Corollary 4.8.1.12]. Thus it also inherits the universal property of [Lur14 Proposition 4.8.1.10.], namely that colimit preserving symmetric monoidal functors $\text{Fun}(C^{op}, \text{Sp}) \to D$ are essentially the same thing as symmetric monoidal functors $C \to D$ where $D$ is presentably symmetric monoidal. In particular we get an induced symmetric monoidal functor

$$
\text{Fun}(C^{op}, \text{Sp}) \to \text{Ind}(C)
$$
induced from the inclusion \( C \to \text{Ind}(C) \). The right adjoint of that functor is the canonical inclusion \( \text{Ind}(C) \to \text{Fun}(C^{\text{op}}, \text{Spc}) \) which extends the Yoneda embedding. Invoking [Lur14 Corollary 7.3.2.7] this right adjoint inherits a lax symmetric monoidal structure. The symmetric monoidal functor
\[
\Sigma^\infty_+ : \text{Fun}(C^{\text{op}}, \text{Spc}) \to \text{Fun}(C^{\text{op}}, \text{Sp})
\]
exhibits the \( \infty \)-category \( \text{Fun}(C^{\text{op}}, \text{Sp}) \) as the stabilization of \( \text{Fun}(C^{\text{op}}, \text{Spc}) \) (as a symmetric monoidal \( \infty \)-category). Since \( \text{Ind}(C) \) is stable (see Appendix [A]), we get an induced left adjoint, symmetric monoidal functor \( \text{Fun}(C^{\text{op}}, \text{Sp}) \to \text{Ind}(C) \) that makes the diagram
\[
\begin{array}{ccc}
\text{Fun}(C^{\text{op}}, \text{Spc}) & \to & \text{Ind}(C) \\
\downarrow^{\Sigma^\infty_+} & & \\
\text{Fun}(C^{\text{op}}, \text{Sp})
\end{array}
\]
commutative. But then the right adjoint \( \text{Ind}(C) \to \text{Fun}(C^{\text{op}}, \text{Sp}) \) inherits a canonical lax symmetric monoidal structure. Looking at the right adjoints in the commutative diagram above we see that the right adjoint functor of \( \text{Fun}(C^{\text{op}}, \text{Sp}) \to \text{Ind}(C) \) induces the stable Yoneda embedding.

If finally \( C \) is not small then we pass to a higher universe in which it becomes small. \( \square \)

**Corollary B.4.** • For any \( c \in \text{CAlg}(C) \), the functor \( \text{map}(-, c) \) has a refinement to an object of \( \text{CAlg}(\text{Fun}(C^{\text{op}}, \text{Sp})) \simeq \text{Fun}^{\text{lax}}(C^{\text{op}}, \text{Sp}) \). In particular, it sends a coalgebra \( b \in \text{CAlg}(C^{\text{op}}) \) to an algebra \( \text{map}(b, c) \in \text{CAlg}(\text{Sp}) \).

• For any coalgebra \( b \in \text{CAlg}(C^{\text{op}}) \) the functor \( \text{map}(b, -) : C \to \text{Sp} \) has a refinement to a lax symmetric monoidal functor.

**Proposition B.5.** Consider an adjunction
\[
L : C \adj D : R
\]
between stably symmetric monoidal \( \infty \)-categories with \( L \) symmetric monoidal (and \( R \) lax symmetric monoidal accordingly). Then we have an equivalence of lax symmetric monoidal functors
\[
\text{map}(L(-), c) \simeq \text{map}(-, Rc) : C^{\text{op}} \to \text{Sp}
\]
for every commutative algebra \( c \in \text{CAlg}(D) \).

**Proof.** From the way the lax symmetric monoidal structures are constructed we see that it is enough to prove that the following square
\[
\begin{array}{ccc}
D & \to & \text{Fun}(D^{\text{op}}, \text{Sp}) \\
\downarrow^R & & \downarrow^{L^*} \\
C & \to & \text{Fun}(C^{\text{op}}, \text{Sp})
\end{array}
\]
commutes as a square of lax symmetric monoidal functors. We factor this square as
\[
\begin{array}{c}
D \rightarrow \text{Ind}(D) \rightarrow \text{Fun}(D^{op}, \text{Sp}) \\
\downarrow R \quad \quad \downarrow \text{Ind}(R) \quad \quad \downarrow L^* \\
C \rightarrow \text{Ind}(C) \rightarrow \text{Fun}(C^{op}, \text{Sp})
\end{array}
\]
and prove that the right hand square commutes (since the left hand does by construction). For this it is enough to consider the adjoint diagram which sits on the right in a diagram
\[
\begin{array}{c}
C \rightarrow \text{Fun}(C^{op}, \text{Spc}) \rightarrow \text{Fun}(C^{op}, \text{Sp}) \rightarrow \text{Ind}(C) \\
\downarrow L \quad \quad \downarrow L_l \quad \quad \downarrow L \\
D \rightarrow \text{Fun}(D^{op}, \text{Spc}) \rightarrow \text{Fun}(D^{op}, \text{Sp}) \rightarrow \text{Ind}(D)
\end{array}
\]
where the left two squares commute (as symmetric monoidal functors). By the universal property of the stabilization and of the presheaf category, the right hand square commutes if the outer square commutes. But this is true by construction. \qed

C  Algebra Localizations

Let \( R \) be a commutative algebra in a symmetric monoidal \( \infty \)-category \( C \), and let \( \beta : I \rightarrow R \) be a morphism in \( C \) where we assume that \( I \) is a tensor invertible object of \( C \). One example to have in mind is that \( R \) is a ring spectrum and \( \beta \) is an element in a homotopy group of \( R \). We want to describe the localization \( R[\beta^{-1}] \) and explain why it is again a commutative algebra object. A priori, one has to be careful about the distinction between algebra and module localization, though in the end they turn out to be the same. For what follows we assume that \( C \) admits all colimits and that the tensor product preserves colimits in both variables separately.

Let us first explain the localization as a module. We denote by \( \text{Mod}(R) \) the \( \infty \)-category of left \( R \)-modules (which turns out to be equivalent to the category of right \( R \)-modules [Lur14, 4.5.1]). Let \( M \) be a left \( R \)-module. The map \( \beta \) induces the map
\[
\nu_\beta : I \otimes M \xrightarrow{\beta} M
\]
where the tensor product is taken in \( C \) and not over \( R \). We say that \( \beta \) acts invertibly on \( M \) if this morphism is an equivalence. Since \( I \) is tensor invertible and \( C \) is symmetric monoidal, we can as well view \( \nu_\beta \) as a morphism \( \mu_\beta : M \rightarrow I^{-1} \otimes M \). Then \( \nu_\beta \) is an equivalence precisely if \( \mu_\beta \) is an equivalence.

In order to construct the localization we will need the following well known cyclic invariance criterion which is discussed for example in [Rob12] in the case that \( C \) is the category of symmetric monoidal \( \infty \)-categories.\(^2\) The morphism \( \beta : I \rightarrow R \) leads to a new morphism \( \beta^3 : I^3 \rightarrow R \) which carries an action of the permutation group \( \Sigma_3 \). More precisely we have a map \( B\Sigma_3 \rightarrow \text{Map}(I^3, R) \) sending the basepoint to \( \beta^3 \).

\(^2\)We would like to thank Markus Spitzweck and David Gepner for helpful discussions concerning the cyclic invariance condition.
Definition C.1. The element $\beta$ is said to be cyclically invariant if the endomorphism induced by the cyclic permutation $\sigma = (123) \in \Sigma_3$ on $\beta^3 \in \text{Map}(I^3, R)$ is homotopic to the identity or, equivalently, if $\sigma$ is in the kernel of the morphism $\Sigma_3 = \pi_1(B\Sigma_3) \to \pi_1(\text{Map}(I^3, R), \beta^3)$.

Lemma C.2. If the ambient category $C$ is additive then every morphism $\beta : I \to R$ is cyclically invariant. If $C$ is not necessarily additive but $\beta$ acts invertibly on $R$ then $\beta$ is cyclically invariant.

Proof. If $C$ is additive then $\text{Map}(I^3, R)$ admits a grouplike $E_\infty$-structure, in particular the group $\pi_1(\text{Map}(I^3, R), \beta^3)$ is abelian. This forces the morphism $\Sigma_3 \to \pi_1(\text{Map}(I^3, R), \beta^3)$ to factor through the abelianization $(\Sigma_3)^{ab} \cong \mathbb{Z}/2$ which implies that $\sigma$ maps to zero.

For the second case we claim that under the assumption that $\beta$ acts invertibly on $R$ it always follows that $\pi_1(\text{Map}(I^3, R), \beta^3)$ is abelian and the same argument shows that $\sigma$ is cyclically invariant. We will in fact show that $\pi_1(\text{Map}(I, R), \beta)$ is abelian for every $\beta$ acting invertibly on $R$ and then apply this to the element $\beta^3 : I^3 \to R$. Tensoring $\beta$ with $I^{-1}$ we get a morphism $\beta' : I \to R \otimes I^{-1}$ and the induced morphism $\pi_1(\text{Map}(I, R), \beta) \to \pi_1(\text{Map}(1, R \otimes I^{-1}, \beta'))$ is an isomorphism. Thus we can reduce to the case of $\beta'$. In this case however the space $\text{Map}(1, R \otimes I^{-1})$ gets an induced $E_\infty$-structure for which $\beta'$ admits an inverse. Thus it follows that $\pi_1(\text{Map}(1, R \otimes I^{-1}), \beta')$ is abelian. 

Note that since $R$ is commutative, $\mu_3$ is a morphism of left $R$-modules (where the module structure on the target is defined using the fact that $C$ is symmetric monoidal). Assume $\beta$ is cyclically invariant. We define the localization of $M$ as

$$M[\beta^{-1}] := \text{colim} \left( M \xrightarrow{\beta^3} I^{-1} \otimes M \xrightarrow{I^{-1} \otimes \mu_3} I^{-2} \otimes M \to \ldots \right)$$

where the colimit is taken in the category of (left) $R$-modules. This assignment $M \mapsto M[\beta^{-1}]$ refines to an endofunctor $L : \text{Mod}(R) \to \text{Mod}(R)$ with a natural transformation $\text{id} \to L$. The following statement is essentially due to Voevodsky and Robalo:

Proposition C.3. $L$ is a localization and the local objects are precisely the modules on which $\beta$ acts invertibly.

Proof. We first claim that $\beta$ acts invertibly on the module $M[\beta^{-1}]$. This can be seen unfolding the definitions and using the cyclic invariance condition as in the proof of Proposition 4.21 in [Rob12]. The second observation is that if $M$ has the property that $\beta$ acts invertibly, then the canonical morphism $M \to M[\beta^{-1}]$ is an equivalence (since then all the morphisms in the defining colimit are). Invoking [Lur09, Proposition 5.2.7.4] these two statements together already imply the claim. 

Corollary C.4. The $R$-module morphism $M \to M[\beta^{-1}]$ is universal among $R$-module morphisms $M \to N$ such that $\beta$ acts invertibly on $N$.

We now observe that the localization functor $L : \text{Mod}(R) \to \text{Mod}(R)$ can also be written as a tensor product of $R$-modules, namely

$$M[\beta^{-1}] \simeq R[\beta^{-1}] \otimes_R M.$$ 

This shows that $L$ is a smashing localization as discussed in [GGN15]. Using [GGN15, Lemma 3.6.], we immediately get the following result.
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**Proposition C.5.** The module $R[\beta^{-1}]$ admits the unique structure of a commutative $R$-algebra such that the morphism $i : R \to R[\beta^{-1}]$ admits the structure of an $R$-algebra morphism. With this structure the morphism $i$ exhibits $R[\beta^{-1}]$ as the universal $R$-algebra on which $\beta$ acts invertibly.

Let us now outline the situations in which we need this construction.

**Example C.6.** Let $C$ be the category of motivic spectra $\text{Sp}^{\mathbb{P}^1}$ and $R$ a motivic commutative ring spectrum, i.e. an element of $C\text{Alg}(\text{Sp}^{\mathbb{P}^1})$. By construction, $\Sigma^\infty(\mathbb{P}^1, \infty)$ is a tensor invertible object of $\text{Sp}^{\mathbb{P}^1}$. Since $\text{Sp}^{\mathbb{P}^1}$ is stable, it is also additive. Therefore, for any $\beta : \Sigma^\infty(\mathbb{P}^1, \infty) \to R$ we can form $R[\beta^{-1}]$ and it is the localization as described.

**Example C.7.** Let $\text{Pr}^L$ be the $\infty$-category of presentable $\infty$-categories and left adjoint functors. This $\infty$-category admits a symmetric monoidal structure in which the $\infty$-category of spaces $\text{Spc} \simeq s\text{Set}[W^{-1}]$ is the tensor unit. A commutative algebra object in $\text{Pr}^L$ is then exactly a presentably symmetric monoidal category $C$ [Lur14, Remark 4.8.1.9].

By the universal property of the $\infty$-category of spaces – it is freely generated under colimits by the one point space $-$, a morphism $\text{Spc} \to C$ in $\text{Pr}^L$ is essentially the same thing as an object of $C$. Thus every object $c \in C$ gives rise to such a morphism $\beta_c : \text{Spc} \to C$. If $c$ is cyclically invariant (which for example follows if $c$ admits a cogroup structure), then we can form the localization $C[\beta_c^{-1}]$ and it admits the structure of a presentably symmetric monoidal category. This construction should not be confused with localizing a category at a set of morphisms.

**Remark C.8.** We assumed that $\beta$ is cyclic invariant in $C$. This will be satisfied in all examples that we need. But for all our arguments we only need that $\beta$ acts ‘cyclically invariant’ on the colimit $M[\beta^{-1}]$. In fact it is not hard to adapt our arguments from above to see that $\beta$ acts invertibly on $M[\beta^{-1}]$ precisely if it acts cyclically invariant. Thus all the results remain true if we only assume that $\beta$ acts cyclically invariant on $R[\beta^{-1}]$. We do not know of an interesting example where this comes up. It is on the other hand not hard to construct examples where $\beta$ does not act cyclically invariant and thus $R[\beta^{-1}]$ is not the localization.
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